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Abstract 

Virtual Reality (VR) headsets have the unique capability to create private virtual content anywhere around the user, 

going beyond the capacities of traditional devices, but are not widely used while travelling, due to safety and 

comfort concerns. Showing objects from reality - "Reality Anchors" - could help reduce these concerns. We present 

a user study (N=20) that investigates how the use of real-world cues and different VR environments affect users’ 

feelings of safety, social acceptability, awareness, presence, escapism and immersion, which are key barriers to VR 

adoption. Our findings show that knowing where other people are on the bus could significantly reduce concerns 

associated with VR use in transit, resulting in increased feelings of safety, social acceptability and awareness, but 

with the concession that the user's immersion may be reduced. The VR environment also affected the level of 

immersion and the feelings of escapism, with a 360-video environment returning higher scores than a 2D one. 
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1 Motivation and Background 
Public transport is part of modern-day living, providing mobility to an increasing volume of passengers. Pre-

pandemic, the average number of local bus journeys in England reached 4.07 billion [6], taking over an hour for an 

average commute to work [44]. A common routine for passengers is to use this travel time for entertainment or 
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productivity with the help of electronic devices, such as phones and laptops [11, 26], which can often act as a 

“defence” [32], that helps reduce discomfort during travel, created by proximity to other travellers. The latest 

developments in Virtual Reality (VR) headsets open opportunities for using these devices on the go. VR could be a 

solution to making better use of travel time, providing passengers with experiences that let them escape confined 

spaces and immerse themselves in entirely different environments. VR technology is not limited by device screen 

size and can render private virtual content anywhere around the user, increasing privacy and immersion that 

cannot be achieved by traditional devices [5]. However, VR use in transit also creates barriers to the outside 

world. By blocking out reality, belongings and other people, we bring safety and social acceptability concerns, 

making the adoption of VR in these contexts a challenge.  

The idea of VR headset use in public space has been studied by the HCI community, revealing key challenges 

that need to be overcome for wider VR adoption in social settings. Engaging with VR in public evokes worries and 

creates risks for safety, including physically colliding and accidental bumping into other people [17,7,35,3,29], 

especially those in close proximity [18]. Although little research has looked at VR use whilst travelling, several 

authors have discussed the challenges that these contexts add. The lack of awareness of one’s belongings [3] and 

surrounding furniture [29], missing a destination stop, or an important travel announcement [3,35] were among 

key concerns for passengers. Social acceptability was another challenge found to be a barrier for wider VR 

adoption in public [19,20,28,35], showing that the action of using the headset also needs to be seen as appropriate 

by the passengers themselves and observers, preventing the concerns for privacy [9,35] or feeling like you look 

“stupid” [3]. Preserving users' sense of presence is another key requirement [18,31,38] of an engaging VR 

experience, and taking off the headset to have a look around can break the illusion and engagement in the virtual 

world. To maintain the ability to feel present, the experience requires a balanced inclusion of the real world [10]. 

Too much of it can lead to an increase in distraction [18] and reduce immersion [38] in the virtual content. 

Currently, commercial headsets provide abrupt ways of displaying real-world information to the VR user. The 

solutions include showing visible boundaries, designed for static environments rather than a constantly changing 

public setting [14], or a pass-through camera view of the real world, breaking presence and thus disturbing the 

experience [38]. To reduce this disturbance, some researchers have investigated the potential ways of providing 

real-world information to VR users in a more subtle manner. The majority of solutions have focused on the 

awareness of other passersby [8,12,16,25,36], including augmenting VR with an overlay of the real-world [18,36], 

integrating real-world objects to match the tone of the virtual experience [9,22], providing a “window” or a “gate” 

to other realities [10,35], or even immersive notifications that match the tone of the experience [38]. The choice to 

show this information to the VR user could be based on the proximity of the other passerby [21] or the urgency of 

the information [14]. However, it is not known if these solutions are also applicable to VR use in transit, as set 

public or private spaces do not pose the same challenges as a constantly changing travelling environment. To 

understand how the cues could be presented in such social situations, we first need to investigate what cues and 

why are needed. 

 

Figure 1: Integration of different levels of virtuality and reality on the RV continuum proposed by Milgram 
[22]. 
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Virtual Reality is at one end of the Reality-Virtuality continuum (Figure 1) that proposed by Milgram [22], 

describing a fully virtual environment, not including any information from the real surroundings. Depending on 

the amount of real-world information, a Mixed Reality experience can take a unique place on this continuum. 

Propositions for bringing virtual worlds into public spaces have mostly focused on the Augmented Reality (AR) 

part of the scale [4,24,34]. AR devices have received more interest from the community due to reduced safety 

concerns [2] but do not provide the privacy and escape from the current environment that could be beneficial on 

public transport. This paper focuses on the use of Augmented Virtuality (AV) opportunities for in-transit contexts, 

that can incorporate only the information most useful to the passengers, thus preserving the sense of immersion 

and presence in the virtual world. 

In this paper, we present a study that explores the idea of bringing cues from reality into VR, with a focus on 

people, furniture, and one’s belongings, in a travelling scenario. We focus on these cues as they have shown to be 

key concerns for in-transit contexts [3,7,20,35]. We measure how these cues perform using six different factors 

that are based on the background research and have shown to be important barriers to VR adoption. 

2 Reality Anchors in VR User Study 
In this work, we introduce “Reality Anchors” as a concept of presenting cues that serve as a reference point to the 

objects from the real world, closest to the user. The Anchors are presented consistently regardless of the VR 

content, similarly to “Spatial Anchors” introduced by Oculus, which are used for adding persistent virtual objects 

to your physical world [39]. 

Our study investigated how seeing cues from reality in VR affect the attitudes towards using headsets in travel 

contexts. More specifically, we measured how participants’ feelings of safety, social comfort, awareness, presence 

and immersion change when exposed to various degrees of information from their physical surroundings in a 

public bus. In addition, we wanted to compare a more dynamic 360 scene versus a more fixed, 2D-content set-up 

that resembles a cinema room, as the type of VR content can influence which cues are preferred by the users [16] 

and can affect the sense of presence [1]. 

Understanding these considerations is crucial if we want to design VR experiences that can be adopted for in-

transit contexts. We formalised our aims in the following two research questions: 

RQ1 – Reality cues: How does seeing information from reality in VR, whilst travelling on public transport, 

influence users’ feelings of safety, social acceptability, awareness, presence, escapism and immersion?  

RQ2 – VR environment: Does the format of VR content affect users’ attitudes towards cues from reality? 
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2.1 Experimental Design 

 

Figure 2: Experiment set-up in Unity. a) the bus scene, shown at the start of each condition; b) 
questionnaire screen; c) No Cues condition in the 2D-fixed video in a room; d) People visible in the 2D-

fixed video in a room; e) Furniture (including belongings) visible in the 2D-fixed video in a room; f) People 
and Furniture (including belongings) visible in the 2D-fixed video in a room; g) No Cues condition in the 

360-degree video; h) People visible in the 360-degree video; i) Furniture (including belongings) visible in 
the 360-degree video; j) People and Furniture (including belongings) visible in the 360-degree video. 

Due to COVID-19 restrictions, we could not conduct a study in the wild and instead decided to simulate a bus 

journey in a VR environment. Simulation is a common strategy in the HCI community when studying potentially 

dangerous or explorative VR designs [23,30], making it easier to control random variables in the experiment and 

keeping participants safe. Moreover, images and video scenarios have been commonly used as a way to research 

topics related to different social contexts [15], and our work takes this further by making those scenarios feel 

more realistic in VR. To simulate the trip, a high-fidelity model of a London bus [40] was used in Unity with a 

combination of a 360-degree video, showing a drive through London streets [27] visible out of the windows. 

Virtual avatars from the Adobe Mixamo library [41] were placed around the VR user to simulate a social setting, 

which would be expected in a public space. The simulated avatars stayed static and in fixed positions throughout 

the experiment to avoid introducing additional bias. 

The study’s conditions also used simulated environments: a streamed 360 video of a nature documentary [33] 

and a cinema room, created using freely available assets [42,43] with a 2D-fixed video of the same documentary 

with a variety of cues from reality (Figure 2). After each condition, participants were given a questionnaire to 

complete and then taken back to the main menu for a break. The sound of the bus was kept at a consistent level 

throughout the whole experiment, including when the participant was watching the documentary. The conditions 

that included bus furniture (which included a backpack that represented passenger’s belongings) or people were 

based on the objects’ proximity to the passenger, covering a radius (measured as a 2.5m in Blender) within the 

social zone, a distance that is appropriate for public and casual social interactions [13]. The radius was kept 

consistent throughout the experiment. 

The study used a two-way repeated-measures design with the two factors being: a) the visible Reality Cues (no 

cues, people visible, furniture visible or people and furniture visible), b) the VR Environment (360-degree video or 
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2D-fixed video in a room). The order of conditions was counterbalanced for the flow of the cues and order of the 

VR environments so that the flow of the cues would remain logical (from no cues to people and furniture, or vice 

versa) and would be presented in a counterbalanced order of VR environments (360-degree video or 2D-fixed 

video in a room). 

2.2 Participants 

In total, 20 participants (10 females, 10 males, mean age = 28 years, SD = 5) took part in the study. The majority 

were students, 17 have used a VR headset at least once, 3 have never used one before; all participants had 

previous experience using a bus and 8 were frequent bus travellers. The experiment took approximately 90 

minutes to complete, and participants were compensated by their time with £10 Amazon vouchers. We ensured 

the participants took a rest between conditions to minimise any possible VR-induced sickness.  

2.3 Task and Data Collection 

The experiment ran on an Oculus Quest 2 headset connected to a desktop PC via Oculus Link to guarantee that the 

bus journey and avatars were in maximum resolution and ran at maximum frame rate to reduce motion lag. The 

experiment was conducted in a large room during the COVID-19 pandemic with appropriate precautions taken. 

Each participant sat on a non-swivel chair in front of a desk, with the experimenter at a socially distanced desk 

across from them.  The participant was greeted, presented with an information sheet and filled in a short 

questionnaire to collect demographic information and previous experience of using a VR headset and travelling on 

a bus. 

During the experiment, participants were asked to imagine that they were travelling on a public bus whilst 

using the VR headset. Each condition started on a public bus ride through London, which participants were to 

consider as ‘reality’, and which then faded out through a black screen into different conditions. All the study’s 

conditions started in the bus environment which lasted 45 seconds each time before transitioning into a 

condition. Participants were asked to imagine they were putting a headset on when the fade-out appeared. They 

were then presented with a condition, lasting for 1 minute, with a total of 8 conditions, four in a 360-degree video 

setup and four in a 2D-fixed video in a room setup. Once all conditions were over, a semi-structured interview was 

conducted to capture additional thoughts on the presented cues and VR environments. The qualitative analysis of 

the interviews is part of the ongoing work and is not included in this paper. 

2.3.1 Quantitative Data Collection. 

Participants responded to 5-point Likert-type questions after each condition, collecting their responses to feelings 

of safety, comfort, awareness, presence, escapism and immersion (RQ1). Participants completed the questionnaire 

in VR and were asked to rate the following six statements (answers ranging from Strongly Disagree to Strongly 

Agree): “I felt safe wearing a headset in this scenario” (Safety), “I felt that this mix of bus and virtual content was 

socially acceptable” (Social Acceptability), “It was useful to have this mix of bus and virtual content in this 

scenario” (Awareness), “It was distracting to have this mix of bus and virtual content in this scenario” (Presence), 

“I felt I could escape from the bus environment in this scenario” (Escapism) and “I felt immersed in the 

documentary in this scenario” (Immersion). Usefulness was used as a proxy to measure Awareness, specifically to 

find out how useful it was to be aware of physical objects from the bus. The measurement for Presence used 

Distraction as a proxy for the metric, as an overload of cues could disrupt the VR experience, thus breaking the 

feeling of Presence. The question for measuring Immersion asks about the documentary to prevent answers that 

reflect on the overall VR experience, including the conditions with reality cues. The collected data were logged in a 

file on the PC and later used for quantitative analysis. 
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2.4 Results 

To conduct the analysis, the answers “Strongly Disagree” to “Strongly Agree” were converted to scores 1 to 5 

respectively. To further prepare the data for analysis, the data were transformed with an Aligned Rank Transform 

(ART) [37] and then a two-factor repeated-measures ANOVA was performed with the cues from reality (for RQ1) 

and VR environments (for RQ2) as factors. Post hoc analysis was conducted to further compare different 

conditions for the factors that showed significant main effects. Figure 3 presents the median values for participant 

answers to six questionnaire statements. 

 

 

Figure 3: Median scores of participants’ ratings to the six questionnaire statements, split by the VR 
environment. 

2.4.1 Safety. 

Reality Cues showed a significant main effect on feelings of Safety (F(3,57)=15.40 p<.0001). There were no 

interaction effects between the factors. Post hoc comparison (t(57)=-4.56, p=0.0002) showed that viewing People 

(Mdn=4, IQR=3.25-4) led to a significantly greater feeling of safety than viewing No Cues (Mdn=2, IQR=1.25-4). 

Comparisons also showed users also felt safer (t(57)=-5.75, p<.0001) when they saw People and Furniture 

(Mdn=4, IQR=3.25-4.75), compared to No Cues. Interestingly, seeing just People was also seen as safer (t(57)=3.63, 

p= 0.0033), than seeing just Furniture (Mdn=3, IQR=2-3.75), but seeing People and Furniture was seen as safer 

(t(57)=-4.81, p=0.0001) than just seeing Furniture. 

2.4.2 Awareness. 

The analysis showed that Usefulness was significantly affected by the Reality Cues factor (F(3,57)=14.15, p<.0001), 

with no interaction between the two factors. Further post hoc analysis (t(57)=-4.29, p=0.0004) showed that being 

aware of People (Mdn=4, IQR=3-4) was more useful than having No Cues (Mdn=2, IQR=2-3) from reality. 

Comparison between People and Furniture and No Cues (t(57)=-5.97, p<.0001) showed that being aware of 

People and Furniture (Mdn=4, IQR=3.25-5) was still more useful than not seeing any cues from the bus. People 
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was a crucial element for usefulness, as being aware of People and Furniture (t(57)=-4.29, p=0.0004) was 

perceived as more useful than just seeing the Furniture (Mdn=2.5, IQR=2-4) on its own. 

2.4.3 Social Acceptability. 

Reality Cues also returned a significant main effect on the Social Acceptability metric (F(3,57)=19.10, p<.0001). 

The analysis did not show any interaction effects between the factors. Post hoc comparisons (t(57)=-5.46, 

p<.0001) showed that users felt that it was more socially acceptable to see People (Mdn=4, IQR=4-4) than have No 

Cues (Mdn=2, IQR=2-4) from reality. People and Furniture (Mdn=4, IQR=4-4) were also seen as more socially 

acceptable (t(57)=-6.27, p<.0001) than having no information from the bus. Seeing People (t(57)=4.24, p=0.0005) 

or People and Furniture (t(57)=-5.05, p<.0001) also returned higher scores than just seeing Furniture (Mdn=3, 

IQR=2-4) in terms of social acceptability. 

2.4.4 Presence. 

We found that Reality Cues showed a significant main effect for Distraction (F(3,57)=2.93, p=0.0410), with no 

interaction between Reality Cues and VR Environments factors. Post hoc comparisons revealed that seeing just the 

Furniture (Mdn=4, IQR=3.25-4) was found to be more distracting (t(57)=-2.66, p=0.0487) than having No Cues 

(Mdn=3, IQR=2-4) brought into the environment. 

2.4.5 Escapism. 

Both, the Reality Cues (F(3,57)=8.15, p=0.0001) and VR Environments (F(1,19)=12.42, p=0.0023) factors showed 

significant main effects for Escapism. Interaction effects between Reality Cues and VR Environments were also 

significant (F(3,57)=3.45, p=0.0223). The participants felt that they could escape the bus environment more 

(t(57)=3.33, p=0.0081) when No Cues (Mdn=4.5, IQR=4-5) were present, compared to seeing People (Mdn=4, 

IQR=2.25-4). Comparisons (t(57)=3.14, p=0.0139) also showed that People and Furniture (Mdn=4, IQR=3-4) 

reduced escapism more than No Cues. The final significant comparison (t(57)=4.80, p=0.0001) of Furniture 

(Mdn=3, IQR=2-4) versus No Cues revealed that Furniture reduced escapism the most. For VR Environments, the 

360-degree video (Mdn=4, IQR=3-4) condition performed better in making users feel like they escaped the bus 

environment than the 2D-fixed video in a room (Mdn=3.5, IQR=2-4). 

2.4.6 Immersion. 

The Immersion statement was also significantly affected by Reality Cues (F(3,57)=8.43, p=0.0001) and VR 

Environments (F(1,19)=21.30, p=0.0001). Interaction effects between Reality Cues and VR Environments were also 

significant (F(3,57)=3.49, p=0.0213). Immersion was strongest when No Cues (Mdn=5. IQR=4-5) were visible and 

showed a significant difference in comparison (t(57)=3.01, p=0.0200) to seeing People (Mdn=4, IQR=3-4). Seeing 

People and Furniture (Mdn=4, IQR=3-4) was also less immersive (t(57)=4.30, p=0.0004) than seeing No Cues. 

However, seeing just the Furniture (Mdn=3.5, IQR=2-4) was least immersive of the three, compared to No Cues 

(t(57)=4.41, p=0.0003). For VR Environments, 360-degree video (Mdn=4, IQR=4-5) also led to greater immersion 

than a 2D-fixed video in the room (Mdn=4, IQR=2-4). 

3 Discussion 
The results of the questionnaire analysis indicate that bringing in cues from reality had significant effects on the 

six metrics tested. Based on the results, we saw that participants felt most safe when People or People and 

Furniture were present in the VR environment, with both conditions returning increased scores for the usefulness 

of the information. Interestingly, even though Furniture provided information on where the physical objects were, 

it did not perform as well in regard to safety and usefulness on its own. Some participants noted that people are a 

more important factor for increased usefulness and safety because they are the dynamic element in the journey 

that can change, or do something, whilst the furniture stays put, which explains the possible reason for low score 

in this condition. Conditions that include People also performed better than Furniture with respect to social 
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acceptability. This was also commented on by several participants, who said that they would like to know if or 

when the other passengers need their attention for VR use to be acceptable. 

Presence, escapism and immersion showed differences between the two different VR environments. The 

People condition was seen to be less distracting than the condition that just showed the Furniture, in the 2D fixed 

video in the room environment. However, for the 360-degree video, People and People and Furniture were equally 

distracting but less than seeing just Furniture.  Finally, we saw that escaping the bus was hardest with the 

Furniture visible for the 2D fixed video scenario, and when seeing People in the 360-degree video scenario. 

Immersion also went down as we brought in more cues, which is to be expected, yet performed the best with 

People in both VR environments, compared to just Furniture. Further qualitative analysis will be needed to 

understand why the different VR environments resulted in different scores for the six metrics. Some of the 

participants provided further insight into why this might have been, by commenting that cues of People felt like 

they belonged in the cinema-room scenario, matching the virtual scene, and felt out of place in the 360 sea-world 

videos. This adds to the findings by McGill et al. [18] who noted that seeing people in virtual scenarios, where they 

are expected, is more natural than objects. Finally, we saw that overall, the 360-video scenario resulted in higher 

immersion scores and escapism than the 2D-fixed video scenario. Therefore, through these results, we were able to 

answer RQ1 of this study, and partially answer RQ2, which will be answered through the ongoing qualitative 

analysis. 

Overall, our findings confirm that knowing where people are on the bus could significantly reduce concerns 

associated with VR use in transit. Further analysis is needed to understand if and when showing people is 

sufficient in travelling contexts, especially on different modes of transport. Moreover, it would also be important 

to understand how the change in other passengers’ location or movement throughout the journey would influence 

this, as this study used static avatars. 

4 Conclusions 
In this paper, we presented a study that investigated the use of reality anchors, cues from reality that help anchor 

a user in immersive applications, in travelling contexts. We performed a user study that simulated a journey on a 

public bus to measure how the introduction of other passengers, furniture, or both together, influenced users’ 

feelings of safety, awareness, presence, escapism, immersion and social acceptance. Our work showed that 

bringing the cues into VR had a significant effect on these factors, with conditions that included People performing 

best overall. This suggests that the visibility of people could improve VR acceptance in transit situations. However, 

further research is needed to understand if users would feel the same way in different modes of transport and 

social contexts. 
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