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Immersive technologies allow us to personalize our reality while traveling; however, widespread adoption remains 
limited. This study investigates the challenges of adopting immersive devices in transit, particularly when passengers 
encounter asymmetric experiences using disparate devices. These situations arise as co-located passengers adopt devices 
with varying levels of immersion, environmental information, and interactive capabilities. Using an enactment 
methodology in a transit scenario involving disparate devices, our study (N=21) reveals that asymmetric passenger 
experiences create a sense of disconnection among passengers, especially with varying device immersion capabilities. 
When interactions require more than a basic response, for example complex verbal exchanges relying on social cues like 
gaze, adoption is further hindered. The incorporation of cues from reality addresses safety concerns but requires further 
refinement to support interactions that require complex or extended user involvement. This research advances the 
understanding of asymmetric passenger dynamics, contributing to the design of immersive technologies for transit 
settings. 

CCS CONCEPTS • Human-centered computing → Mixed / augmented reality; • Human-centered computing 
→ User studies 
Additional Keywords and Phrases: Immersive technology, Asymmetric experiences, Public transport, Passengers, 
Enactments 

1 INTRODUCTION 
Immersive technologies enable us to shape our reality, creating opportunities to reclaim the time we spend 
traveling. Advancements in immersive technologies, exemplified by the recent Apple Vision Pro release 
[133], signify growing interest in the industry and the increasing possibility of these technologies in 
everyday life. As more users adopt immersive technologies, we move towards a near future in transit settings 
where passengers use a range of disparate immersive devices. This results in asymmetric co-located 
experiences, where passengers may encounter unexpected interactions with each other whilst using devices 
with different immersive capabilities or attending to different tasks. For instance, this might involve 
navigating around another passenger in close proximity or asking or responding to a question from someone 
nearby unexpectedly. This new passenger experience dynamic raises challenges unique to transit settings, 
such as awareness of surroundings (e.g., getting off at the right stop) or switching between virtuality and 
reality (e.g., to talk to fellow passengers). This work explores these social immersive interaction challenges 
using an enactment method for future asymmetric passenger scenarios. 

Currently, a typical passenger scenario involves using travel time for productivity [40] or entertainment 
[41] with devices such as phones or laptops. However, immersive technologies offer unique advantages over 
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traditional devices, such as the ability to render virtual content around the user. This allows passengers to 
disengage from uncomfortable interactions with other passengers [113] and the constraints of confined 
spaces [97]. While the wider adoption of immersive technologies still faces challenges related to privacy [1], 
safety [8], and social acceptability [79], considerable efforts to improve usability and acceptance have been 
made in industry and academia. Approaches to improving safety and social acceptability include integrating 
an external view as part of the immersive experience [121] or embedding key real-world cues into virtual 
environments [10]. The early adoption of headsets on planes [134, 135] and solutions designed for more 
private in-car experiences [136] also demonstrate the growing interest in these technologies. Although not 
yet fully adapted to the dynamic nature of transit environments, it is anticipated that immersive technologies 
will continue to evolve for wider use in public spaces, including public transport. 

As immersive technologies become common, we will increasingly experience asymmetrical experiences 
in transit settings. These experiences occur when multiple co-located users are using devices with varying 
levels of immersion, environmental information, and interactive abilities.  For example, consider the contrast 
between a mobile phone and a virtual reality (VR) headset for interacting with virtual content. Prior research 
has identified challenges in asymmetric experiences, including difficulties in user interactions [19, 44, 45, 
76], behavioral influence [122], power imbalances [127], and social exclusion [56]. However, these studies 
predominantly examined asymmetric experiences in collaborative tasks. In contrast, the asymmetric 
passenger experiences we examine do not revolve around collaboration, but focus on the co-located 
experiences of passengers in small spaces who are not collaborating but may need to unexpectedly interact 
while in transit. Transit settings, particularly in ground transportation, present unique challenges 
characterized by constantly changing passengers and external environments [10], leading to the occurrence 
of unexpected interactions. 

To understand the dynamics and challenges of asymmetric passenger experiences in future transit 
scenarios, we used an enactment method. Enactments are a powerful technique that enables us to explore 
and speculate on contexts that do not yet exist [102]. We recreated a train transit scenario with three levels 
of asymmetric user experiences: one participant using a mobile phone, another with a commercially 
available VR headset, and the third equipped with a VR headset that includes real-time passenger body 
tracking and environmental cues. Participants were able to experience and interact with one another in a 
simulated environment, mirroring real-world transit conditions and engaging in asymmetric experiences. 

We found that interactions requiring active user involvement, e.g., engaging in a back-and-forth 
conversation, are perceived as least acceptable when immersive technologies are in use. Particularly complex 
dynamics are observed in verbal interactions that depend on gaze for assessment, initiation, and response. 
The asymmetry in passengers' experiences creates a sense of disconnection, resulting in interaction 
challenges, most evident between users at the opposing ends of the reality/virtuality continuum [87], such 
as between VR users and phone users. Furthermore, integrating reality cues, referred to as Reality Anchors 
[10], into the immersive setup mitigates physical safety concerns associated with passenger interactions and 
reassures users about nearby passengers' movements. However, these anchors require additional detail to 
support interactions that require complex or extended user involvement.  In our work we simulated a 
mixture of reality and virtuality in a VR headset, with the goal that these results would apply to a broad 
range of future devices across the reality/virtuality continuum. As immersive devices become more dynamic 
and the boundaries between reality and virtuality become more fluid, our findings around social issues such 
as disconnection and interaction difficulty remain relevant. 

This study represents an important first step toward understanding the dynamics of asymmetric 
passenger experiences in transit. This speculative work enables refinements to the design of such 
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experiences, critical for the adoption of immersive technologies in real-world settings. These refinements 
are essential to support the near future of transit settings characterized by asymmetric experiences. While 
current advancements in immersive technologies have begun addressing safety, comfort, and social 
acceptability, they need to go beyond these concerns. Addressing the asymmetric complexities of passenger 
interactions and social connectivity, such as enabling genuine engagement with reality and facilitating 
conversations, is essential. This paper makes the following contributions: 

1. We investigate asymmetric passenger experiences through novel enactments of a future transit 
scenario; 

2. We demonstrate that engagement levels (passive, active, reactive) and interaction nature (verbal, non-
verbal) significantly influence immersive technology acceptance in transit; 

3. We examine how asymmetric experiences can lead to disconnection, posing interaction challenges, 
particularly for users at reality/virtuality extremes; 

4. We evaluate the integration of cues from reality in asymmetric scenarios, finding that immersive 
tracking mitigates physical safety concerns associated with passenger interactions. However, our 
findings also highlight the need for additional cues to facilitate passenger interactions. 

2 RELATED WORK 

2.1 Key Concepts for This Work 
While terms such as Mixed Reality (MR) [107] and Extended Reality (XR) [96] are commonly used in the 
HCI community to refer to technologies across the reality/virtuality continuum [87], this paper uses the 
term Immersive Technologies to encompass devices that can dynamically shift between reality and virtuality. 
In this work, we utilized Virtual Reality headsets to present a mix of reality and virtuality content, aiming 
to simulate a near future where devices can easily adapt to user needs by seamlessly integrating real and 
virtual elements. Additionally, we included personas of users of different technologies, such as mobile 
phones and VR headsets, to represent a range of devices across the continuum. This approach ensures that 
our findings will be applicable to various immersive devices, avoiding the limitations of current definitions 
and separations of these technologies. 

Given the evolving terminology and the potential for terms to have distinct meanings between different 
communities, it is important to clarify the specific concepts used in this paper. To avoid ambiguity, below 
are the key definitions for other key concepts used in this work:  

• Asymmetric experiences: Co-located passenger experiences that emerge when individuals 
simultaneously engage with devices featuring varying levels of immersion, environmental 
information, and interactive capabilities. Inspired by prior work on asymmetric co-located experiences 
(e.g., [44, 128]), this work uses the term to describe experiences that occur in a co-located, non-
collaborative setting. An example is co-located passengers simultaneously using a mobile phone and a 
VR headset. 

• Unexpected interactions: Passenger interactions that occur unpredictably while individuals are using 
disparate devices with varying capabilities to support those interactions. Similar to prior work on 
unexpected interruptions [36], which are unplanned and occur while users are engaged in other 
activities, unexpected interactions might involve an unplanned need to navigate around another 
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passenger in close proximity or an unexpected need to ask or respond to a question from someone 
nearby.  

• ‘Reality Anchors’: Introduced in prior work [10], these are reference points from reality, such as other 
passengers or internal furniture, positioned within a virtual environment. These anchors help maintain 
awareness of the real environment, improving perceived safety, social acceptability, and comfort while 
sustaining immersion (discussed in more detail in Section 3.4.4). 

2.2 Asymmetry Dynamics in Immersive Technology Contexts 
Asymmetric experiences among co-located individuals can vary by user roles, locations, or devices [56]. We 
specifically address asymmetric experiences that emerge when individuals simultaneously engage with 
devices featuring varying levels of immersion, environmental information, and interactive capabilities, such 
as co-located users using a mobile phone and a VR headset simultaneously. Previous work has categorized 
device-based asymmetric experiences into three levels of asymmetry: low (allowing direct interaction 
between users' environments), medium (involving indirect interaction between users' environments), and 
high (no direct link between user environments, necessitating alternative modalities such as verbal 
communication) [6]. High-level asymmetry often leads to intricate dynamics, positioning users at opposite 
ends of the reality/virtuality spectrum [87]. 

While some have explored medium asymmetry scenarios, such as collaborations between AR and VR 
users [39], most past work explores asymmetry in interactions between co-located individuals wearing head-
mounted displays (HMD) and those without HMDs, demonstrating effects on user behaviors, including 
personal space and social signals [122]. Moreover, high levels of asymmetry can lead to power imbalances 
between unaware users and fully aware bystanders [95], with the evolving capabilities of HMDs potentially 
introducing new scenarios where these power imbalances may undergo changes in dynamics. Additionally, 
it is unclear how asymmetric experiences, which can result in social exclusion among co-located users [56], 
can impact interactions between users with varying levels of information.  

Prior efforts to bridge this gap in user experiences with asymmetry have primarily focused on addressing 
the interaction breakdown from a non-HMD user perspective, particularly in collaborative scenarios [19, 29, 
44, 45, 75, 76, 108, 126]. Example solutions include providing the view of the HMD user’s face [19, 76], to 
reintroduce the missing social cues, such as gaze and facial expression, highlighting the important role of 
nonverbal communication [14, 64, 91], often disrupted by immersive technologies. Other solutions focus on 
sharing the virtual environment to facilitate connection between users, which can take the form of wearables 
[19, 45, 76], portable devices [126], projections [44] table-top displays [75, 108], non-screen-based interfaces 
[57] or a combination of methods [128]. Others examined addressing the interaction gap in a bi-directional 
manner, creating multi-environments, presenting views differently for HMD and non-HMD users [55], or 
adjusting the environment based on the user's role and capabilities [72]. Work focused on the HMD user's 
perspective has primarily aimed at enhancing the user's awareness of bystanders or passersby through 
visualizations or notifications [84, 123],  discussed in more detail in Section 2.3.1.  

In particular, it remains uncertain whether asymmetric experiences present similar or distinct challenges 
in transit settings, where interactions are often spontaneous, and co-located passengers frequently change, 
or how the degree of asymmetry influences interactions between passengers. 

2.3 Open Challenges of Using Immersive Devices in Transit 
Recent statistical data in England shows the prevalence of public transportation usage, with an average of 
757 trips per person [137]. Immersive technologies could allow us to customize our reality on these trips, 
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offering the means to disengage from uncomfortable interactions with fellow passengers [113], circumvent 
the constraints of confined spaces [97], or repurpose travel time for productivity [40] or entertainment [41]. 
Early adopters have explored the use of immersive devices during air travel [134, 135, 138] and there have 
been developments in commercial applications tailored for in-flight [139] and in-car experiences [136, 140]. 
Moreover, the latest release of Apple Vision Pro [133] notably promotes the use of immersive devices during 
flight, marking a significant move towards their adoption in transit environments. Given the continuous 
advancement of immersive devices [133, 141, 142], an increased adoption in transit settings is a foreseeable 
future trend. Nevertheless, concerns regarding awareness, privacy, social acceptability, and safety persist as 
significant factors shaping the medium-term future of asymmetric experiences. 

2.3.1  Reality Awareness in Dynamic Environments 

The limited environmental awareness when engaging with immersive devices represents a significant 
barrier to their widespread adoption. This issue is pronounced in transit settings, where unique awareness 
concerns emerge, such as lack of awareness of one's belongings [8], surrounding furniture [103], missing a 
stop [71], important announcements [121], or personal safety [8, 10]. Shorter and longer journeys also 
introduce distinct challenges, with shorter trips amplifying the need to remain aware of one's surroundings 
[10]. While most commercial headsets include safety features for increased awareness, such as Meta's Quest 
'Guardian', 'Space Sense,' and 'Passthrough', they primarily cater to static indoor experiences, making them 
unsuitable for dynamic transit environments. Quest’s 'Guardian' and 'Space Sense' introduce visible 
boundaries within the virtual reality, whilst 'Passthrough' temporarily provides a real-time feed of the user’s 
actual environment. However, these features do not help users stay aware of key external information in 
transit settings, such as movements of belongings, passengers, staff, or important travel announcements. 

The academic community has also explored strategies for conveying real-world information during 
immersive experiences. Solutions predominantly focus on enhancing passerby awareness [69, 92, 94, 123], 
augmenting the immersive experience with physical world overlays [78, 123], including distractions [112], 
notifications [130], warnings [21], or 'windows'/'portals' to reality [37, 119, 121]. Some studied audio and 
haptic feedback [38] and redirection techniques [106, 109, 115]. These solutions consider factors like 
proximity [84], risk for collision [50], or user preference [31].  However, this prior work lacks specific 
adaptation for transit contexts. In recent work, we introduced the concept of 'Reality Anchors' for transit, 
seamlessly integrating cues from reality, including passengers and personal belongings, into the virtual 
environment [10]. This approach could potentially mitigate the barriers to the acceptance of immersive 
technology in transit settings. In our earlier work, simulated avatars were used to represent other co-located 
passengers. Therefore, it remains unclear how the utilization of Reality Anchors would influence 
interactions among real passengers in asymmetric immersive experiences. 

2.3.2  Privacy Concerns 

Immersive devices are already capable of collecting large amounts of user and environmental data [1, 32, 46, 
47, 101, 120], which is necessary to support immersive experiences and environment awareness. However, 
this 'always-on' sensing also raises privacy implications for device users and bystanders. The novelty of 
immersive devices results in low awareness of what data is collected, how and why, generating concern [1, 
23, 93] and barriers to wider adoption in public spaces, particularly when data collection lacks clear 
justification [1]. Prior research underlines that immersive device users' privacy is at risk due to the large 
amounts of sensor data being collected over prolonged periods, which can expose user behaviors, actions, 
or surrounding environments [32, 47], creating a detailed portrait of the user susceptible to malicious use. 
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However, while most headset users are notified of their data being collected when the device is in use, 
unaware bystanders can be more at risk [93]. Immersive tracking is often achieved discreetly [20], with the 
lack of notification, consent and potential data misuse [1, 46, 93, 101] among key bystander concerns. While 
previous work provides insights into the concerns that immersive device users and bystanders might have, 
it is paramount to understand how data sensing would be perceived in public asymmetric scenarios with 
varying devices, especially in transit settings where passengers are typically observed by one another and 
in close proximity, whilst the environment is also typically monitored for safety purposes. 

2.3.3  Social Acceptability  

Social acceptability refers to a device's capacity to align with dominant social norms and expectations within 
a specific context while avoiding social concerns, including safety, privacy, etiquette, appropriateness, 
causing offense, and worsening user's image [61, 66]. This is particularly crucial for unconventional and 
novel interfaces without wide adoption. Previous research has examined the social acceptability of wearable 
technologies in public spaces [60–63], including HMDs [8, 9, 26, 34, 42, 43, 65, 79, 80, 104, 118, 121], and 
highlighted the challenges of lacking social acceptability, particularly in crowded public spaces [118], such 
as transit settings [8, 9, 34, 79, 80, 104, 121]. While acceptability might improve with the growing prevalence 
of immersive devices driven by their usefulness, functionality, and usability [65], it remains a persistent 
challenge in the medium-term. Moreover, a device's social acceptability can be affected by social collisions 
that may occur when co-located passengers are immersed in either the real or virtual worlds [86]. Rules 
governing the real environment may not seamlessly transfer to the immersed user's virtual environment, 
potentially resulting in situations perceived as socially unacceptable, like prolonged 'staring' [35, 86]. This 
could become even more pronounced in asymmetric passenger experiences where multiple device use could 
result in unexpected social collisions, leading to social fears that are felt more acutely by some passengers 
than others. 

2.3.4  Interaction Safety 

Gestures are often required for input when engaging with immersive devices. However, in public spaces, 
the use of gestures extends beyond the user's interaction with the device; it becomes a shared experience for 
both users and observers [36]. Previous research has demonstrated that in public settings, subtle and less 
intrusive gestures are generally considered more acceptable [3, 5, 54, 70, 85, 99]. This is especially critical in 
transit settings, where the use of immersive devices in confined spaces can introduce safety risks, such as 
accidentally touching another passenger [77], invading personal space, or accidental collisions with nearby 
objects and surfaces [8, 125]. Acceptance of gestures in public spaces is further influenced by the alignment 
(or lack thereof) between input modalities and the perspectives of observers [5]. Acceptance improves when 
observers understand a gesture’s purpose, although this can also depend on the user relationship and the 
activity [117]. Efforts to address gesture-related challenges in public spaces have explored various 
approaches, such as hand-to-face gestures [70], adapting input techniques for confined spaces, or optimizing 
space and furniture within public transport environments for immersive device interactions [58, 103, 116, 
125]. Safety concerns also extend to the context of asymmetric experiences, where varying gestures are 
needed for different immersive applications, and users exhibit differing levels of reality awareness. These 
divergent interaction styles and varying awareness levels can result in confusion, unintended physical 
contact, and disruptions. Thus, the need to support asymmetric user experiences while prioritizing safety 
becomes particularly evident. 
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2.4  Enactments for Asymmetric Passenger Experiences 
In the domain of Human-Computer Interaction (HCI) research, and beyond (e.g., engineering [67] or 
industry applications [136]), speculative research methods have emerged as valuable tools for envisioning 
potential futures and exploring alternative scenarios, including transit scenarios [4, 81]. Speculative methods 
typically involve a strong narrative that helps develop the speculation by positioning the participant as a 
character within it [83]. For instance, these narratives can actively involve participants in the imagination 
of a possible future, requiring them to make decisions and interact within the speculative context [83, 105]. 
Speculative methods encompass a diverse array of techniques, including design speculations [7, 15, 24, 25, 
30, 33], fiction [12, 73, 98, 100], provocations [13], ethnographic fiction [18, 52], experiential futures [59], 
simulations [114], and enactments [27, 53, 89, 105]. The latter is a powerful tool in contexts where traditional 
research approaches fall short [102], such as when attempting to capture the complexity of future passenger 
scenarios that are not yet an everyday occurrence or where emerging technologies are on the cusp of 
development but not yet accessible. 

Enactments offer a unique perspective by enabling individuals to engage in real social interactions within 
these speculative contexts. They allow individuals to embody or 'enact' and experience the elements of 
proposed varied future visions [27, 105], comparable to the principles of experience prototyping used in 
design, which offer contextual insights [17]. Enactments have been used to recreate a range of interactions, 
from personal to openly social scenarios [27]. While underexplored in transit scenarios, enactments provide 
a means for understanding the needs and dynamics of future passengers engaged in asymmetric experiences. 
By enabling the recreation of diverse participant interactions, they offer valuable insights for shaping 
technologies aimed at supporting in-transit experiences. 

As demonstrated by the literature review, asymmetric experiences between co-located individuals can 
lead to intricate dynamics, influencing user behaviors, personal space, social signals, and even power 
imbalances or social exclusion. This issue becomes particularly pronounced when employing devices at 
opposite ends of the reality/virtuality spectrum. Wearing immersive devices in public settings presents 
further challenges, including a lack of awareness of one's surroundings, privacy concerns, social 
acceptability, and safety issues, all likely to remain significant in the medium-term. To gain a deeper 
understanding of how immersive technologies can be designed to support transit scenarios, we must explore 
the dynamics that asymmetric experiences create in transit contexts. To explore this, we employed 
speculative enactments, where participants can actively embody the vision of a future transit scenario while 
engaging in real interactions. 

3 EXPLORING ASYMMETRIC SOCIAL EXPERIENCES IN TRANSIT 
Immersive technologies offer the potential to reclaim the time spent traveling, with continually advancing 
headset technology suggesting that we may soon integrate immersive devices into our everyday lives, 
including transit scenarios. While some individuals are already utilizing these technologies during air travel 
[134, 135, 138], most immersive devices are not inherently designed for transit contexts. Consequently, there 
is a need for additional support and the incorporation of features to enhance their acceptability in dynamic 
public spaces, such as transit. Travelers are likely to use a range of different devices in different settings, 
from more to less immersive. Passengers may then engage in asymmetric experiences while simultaneously 
using various devices, each providing different levels of immersion, access to information, and interaction 
capabilities.  

We designed a study to explore unexpected interactions, such as navigating around others or engaging 
in verbal exchanges, among passengers immersed in asymmetric experiences during transit. To simulate a 
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transit scenario, we conducted lab-based enactments involving three co-located passengers using disparate 
devices: a mobile phone user, a VR user with occluded vision, and a VR user with occluded vision but 
augmented with cues from reality. For the purpose of the study, the ‘Passthrough’ feature was not available 
in either headset. Our approach enabled participants to experience a variety of unexpected interactions 
within the scenario, influenced by the specific device they used. We captured participants' reflections on 
these social interactions through a focus group. 

While immersive technologies typically refer to devices like VR or AR that significantly alter or augment 
one's perception of reality through visual means, this study adopts a broader interpretation. We explore 
mobile phones as part of the reality/virtuality continuum [87], considering their capability to engage users 
deeply in digital content without significantly altering or occluding their perception of the surrounding 
environment. On a real train, there might be passengers not using any device; this aspect is not the focus of 
our paper. Instead, a mobile phone user reflects one end of the spectrum in our study, where the user's 
awareness of reality is minimally obstructed, allowing them to remain engaged in their environment. In 
contrast, the VR user is at the other end of the spectrum, fully immersed in content with the surrounding 
environment fully occluded. Using an AR device (e.g. HoloLens) in the enactment was intentionally avoided, 
as AR devices do not occlude reality to the same extent that VR devices do.  In our work, we specifically 
wanted to explore these higher levels of occlusion that lead to asymmetric experiences between passengers. 
Therefore, the VR user with cues from reality represents an intermediary point, blending elements of 
virtuality and reality. This intermediary point is an iteration of the ‘Reality Anchors’ concept introduced in 
our earlier work [10] using reference points from reality, positioned in virtuality, to help maintain awareness 
of the environment, improving perceived safety, social acceptability, and comfort while sustaining 
immersion. This paper evaluates the anchors in a novel manner, not explored in earlier work. 

In our enactment method, participants were tasked to imagine that they were traveling on a train and 
watching a documentary to pass the time. To create realistic unexpected interactions between them, we 
provided timed individual prompts that would direct participants to perform actions, e.g. moving seats, or 
asking a question of another traveler. Using this enactment method, we ask the following research questions: 

RQ1: How do unexpected passenger interactions influence the acceptance of immersive technologies in 
transit contexts? 

RQ2: How do passengers experience unexpected interactions during asymmetric experiences with 
disparate immersive devices? 

RQ3: Can cues from reality improve how immersed users manage unexpected passenger interactions in 
transit contexts?  

3.1 Enactment Method 
In our study, we employed enactments as a method to create a travel scenario featuring three co-located 
passenger personas immersed in asymmetric experiences. This method involves participants in realistic 
social interactions within speculative contexts, allowing them to embody and enact elements of potential 
future scenarios. Enactments serve as a valuable research tool for observing authentic human responses to 
new technologies in a controlled setting, thereby providing insights into societal impacts and behaviors in 
potential future environments [27]. The procedure of enactments includes designing these speculative 
scenarios, assigning roles or tasks to participants, and then observing their behaviors and interactions. 

Enactment methods follow a strong narrative structure, which requires a different kind of experimental 
design when compared to traditional lab studies that depend on variables or conditions.  This narrative 
approach involves creating a story or sequence of events that participants follow, which helps them immerse 
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themselves in the scenario and engage with the context more deeply. This narrative approach, commonly 
used in speculative methods [12, 67, 68, 73, 74, 83, 111], enables researchers to investigate and convey 
potential futures for technology [111]. By employing narratives, we can explore new technological 
possibilities and examine the potential user interactions and societal impact these technologies will have. 

3.2 Procedure 
Before the study started, each participant was given an information sheet and a consent form to read through 
and sign. They were then assigned a persona (as described in section 3.3) at random. The VR user and the 
VR user with Reality Anchors were given a tutorial lasting roughly five minutes that showed how to use the 
application on the headset and the controllers. 

 To prepare participants for the enactment experience, the study started with an ice-breaker from 
improvisational theatre [143]. All three participants were asked to imagine that they were standing next to 
a park bench, which was represented by the row of seats used in the study. In the ice-breaker, one participant 
needs to sit on the “bench” and pretend to be engaged in an activity, such as reading the newspaper, watching 
the birds, etc., but they must always remain seated. Another participant joins the ice-breaker and pretends 
to be a pedestrian. Their job is to copy the activity of the “bench” occupant and get them to laugh or leave 
the seat in under one minute. No physical contact is allowed. If the “bench” occupant laughs or leaves their 
seat the “pedestrian” takes their place. The game was repeated until all participants played the “bench 
occupant” and the “pedestrian” roles, taking around five minutes. The ice-breaker played a crucial role in 
helping participants become comfortable with assuming roles, ensuring they could fully engage in the 
enactment experience. 

Following the ice-breaker, the study would begin. The immersive headset user started the study on the 
seats to calibrate the depth cameras used in this study (refer to 3.4.2) based on their position, followed by 
the mobile and VR users entering the scene and taking their places on the seats (Figure 1). All participants 
started their applications simultaneously to formally begin the enactment. This started the documentary 
playback and the beginning of their traveling experience. The enactment ran for ten minutes, during which 
the application instructed the participants to initiate unexpected interactions. Ten minutes within VR allows 
for a rich experience, in line with previous research in HCI employing HMDs [26, 78, 84], while minimizing 
fatigue and cybersickness. After the enactment, the mobile and VR headset users were given a preview of 
the Reality Anchors experience as part of the debrief. At this point, all participants were debriefed on each 
other’s personas and devices used. 

After participants were debriefed, a focus group interview was conducted to discuss their experiences. 
First, the interview explored participants’ perceptions of the interactions they experienced and initiated 
during the enactment. The interview then addressed the social acceptability of their actions and those of 
other passengers. Furthermore, the interview reviewed the use of immersive technology in various transit 
settings and gathered reflections on Reality Anchors. For the complete interview guide, please see Appendix 
A. During the interview, participants were probed with follow-up questions (e.g., “why do you think that”, 
and “can you tell me more about X”) when necessary (e.g., to further investigate the comments made, clarify 
ideas, or if one or several participants were especially quiet). Interviews took approximately 30 minutes and 
were audio recorded, anonymized, and later transcribed for analysis.  
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Figure 1: start seating positions and movements of the three co-located personas (XR user refers to the VR user with 
Reality Anchors enabled). 

3.2.1  Passenger Interaction Prompts During Enactment 

Participants used one of three devices: a commercially available VR headset, a commercially available VR 
headset with Reality Anchors enabled, or a mobile device, to represent a range of user experiences. The 
decision to offer three different experiences enabled participants to develop unique perspectives to share in 
focus group discussions.  

To emulate an authentic in-transit environment and create real unexpected interaction scenarios, 
individual persona actions were intentionally not disclosed in advance; instead, they were delivered as 
prompts (for the full list of prompts see Appendix B) on participants’ devices in real-time (Figure 4). Each 
persona was designed to represent divergent ways that people deal with a travel experience. For example, 
someone may be more active or involved when traveling, changing seats, and engaging in conversations 
with fellow passengers. In contrast, another passenger may prefer a more passive experience, choosing to 
disengage from the transit environment. While the selected interactions were scripted, they incorporated an 
element of unpredictability for all personas. For instance, even a VR persona, typically associated with 
disengagement, was provided with a question to ask another passenger. 

The scripted actions were active interactions that involved other passengers, as well as passive 
interactions, performed in a self-contained manner, and included:  

• sitting in front of another passenger (entering/leaving another passenger's field of view), active; 
• sitting next to another passenger (entering/leaving another passenger’s intimate zone), active; 
• initiating a quick question, active; 
• initiating a question that requires more involved conversation, active; 
• changing seats, passive; 
• moving vigorously, passive; 
• dropping items, passive. 
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Actions involving other passengers were inspired by related literature to explore realistic challenges that 
may arise in unexpected interactions among passengers using disparate devices. For instance, entering 
another person's field of view could lead to complex interactions between users with headsets and those 
without, occasionally resulting in perceptions of staring [86], generating unique interaction dynamics. 
Drawing from proxemics theory [48], the decision to seat passengers next to one another replicated the 
discomfort that can arise when individuals are in close proximity within their intimate zone. However, when 
a user is immersed in virtual content, traditional physical space norms may not apply, potentially leading to 
clashes in social affordances when passengers in different states of asymmetric experiences (e.g., using an 
immersive device or a mobile phone) sit together. Previous research on passenger behaviors on public 
transport has shown that passengers often engage in non-visual activities, such as listening to music, to 
disengage from conversations with fellow passengers while maintaining a friendly atmosphere [113]. 
Nevertheless, it remains unclear how verbal interactions would be perceived when all passengers are 
engaged in asymmetric experiences, with some encountering visual occlusion, influencing our choice to 
include verbal interactions. Conversely, passive actions consisted of a set of behaviors that were not reliant 
on direct engagement with other passengers and were instead observed by them. 

3.3 Personas  
In each session, three participants adopted traveler personas, each using individual devices to watch a 
documentary while in transit. Personas were individually and randomly assigned, with participants aware 
only of their own. Recognizing our study's speculative nature, we explored a set range of behaviors and 
device interactions instead of cataloging every personality and device combination. Participants were given 
specific instructions related to their device usage and task, but not on how to embody the personality traits 
of their personas, to encourage genuine reactions to prompts. 

3.3.1  'Mobile Phone User' Persona 

The mobile user persona is inspired by a traveler who wants a more active experience during their journey. 
Their device does not limit their movements or awareness, allowing them to move around freely and engage 
with other passengers. Prior to the start of the experience, they received the following instruction: "You are 
traveling on a train that goes to Edinburgh. To pass the time, you are using your phone to watch a 
documentary" at the start of the study. The persona’s scripted actions, delivered as real-time prompts (see 
Appendix B) on their device, included: sitting in front of the VR headset with Reality Anchors user, standing 
up and doing some stretches, changing seats, sitting next to the VR headset with Reality Anchors user, 
dropping a set of pens. 

3.3.2  'VR Headset User' Persona 

The VR user persona is inspired by a traveler who may prefer to disengage from the transit environment 
but may still desire to interact with other passengers during their journey. This persona represents an 
intriguing tension between engagement and disengagement, as it reflects the idea that in various contexts, 
people may choose to engage or disengage with other passengers [113]. The VR user persona was given the 
following instruction: "You are traveling to Edinburgh by train to see a show at the theatre. To occupy your 
time, you are taking a VR headset with you and plan to watch a documentary" at the start of the study. The 
persona’s scripted actions, delivered as real-time prompts (see Appendix B) on their device, included: sitting 
next to the VR headset with Reality Anchors user, asking a quick question, changing seats, sitting in front 
of the VR headset with Reality Anchors user. 
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3.3.3  'VR Headset with Reality Anchors User' Persona  

This user persona is inspired by a traveler who is an early adopter of immersive technologies. They prefer 
to stay settled in their seat until they reach their destination, utilizing technology to facilitate awareness and 
interaction as they desire. However, they are likely to engage with other passengers. They were given the 
following instruction: "You are traveling on a train to Edinburgh. To pass the time you are using an 
immersive technology headset to watch a documentary" at the start of the study. The persona’s scripted 
actions, delivered as real-time prompts (see Appendix B) on their device, included: initiating a quick question 
and initiating a question that requires more involved conversation. 

3.4 Enactment Setup 
In the following sections, we describe the physical lab environment where the enactments were staged, the 
hardware used by participants, the software for the nature documentary application that delivered timed 
prompts, and the visualization choices for Reality Anchors. 

3.4.1  Physical Lab Environment  

The study was conducted in a lab environment, where we recreated a typical transit seating arrangement. 
Recognizing that public transport systems offer a variety of seating configurations, from individual to 
communal arrangements [85], we selected a face-to-face setup for its potential to foster passenger 
interactions. This setup involved arranging two rows of AirAsia airplane seats (as depicted in Figure 2), a 
configuration commonly found in trains or subways, where passengers are facing each other and sitting 
next to each other, often intruding into other passengers' personal space. The seats were positioned 77 
centimeters apart, facing one another. Each seat had dimensions of 64 centimeters in length, 148 centimeters 
in width, and 120 centimeters in height. 
 

 

Figure 2: three co-located users enacting a transit scenario; b) seats used in the scenario; c) A Kinect camera for body 
tracking. 

3.4.2  Hardware 

For the persona devices, we utilized a Google Pixel 7 mobile phone and two Meta Quest 2 VR headsets. For 
the VR headset with Reality Anchors device, we used an Azure Kinect camera in conjunction with the Quest 
2 for real-time tracking of other participants. These participants were represented as Reality Anchors, 
displayed in the form of stick skeletons depicting their upper bodies. For the Anchor that represented the 
seating furniture, we used 3D scans of the seats (Figure 3). While the immersive tracking setup was 
deliberately visible, it was not explicitly disclosed. Participants were intentionally kept unaware of each 
other's setups and available information, creating real interactions among them. As audio was not under 
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investigation in the study, open-ear audio was utilized and held constant, with playback through the device 
speakers. For VR headset users, the audio played through the headset speakers, while for mobile users, it 
was delivered through the phone speakers. 
 

 

Figure 3: ‘train seats’ and three co-located ‘passengers’ as Reality Anchors. 

3.4.3  Software 

All three personas watched the same nature documentary content on their respective devices to prevent the 
introduction of confounding variables. To simulate unexpected interactions, participants' applications were 
designed with a timed prompt that would appear as a pop-up on their device (Figure 4), directing them to 
perform a specific action. The documentary was paused automatically when the pop-up appeared to ensure 
participants could focus on the prompt. All device content was created and delivered using Unity. For the 
users wearing VR headsets, the documentary was shown within a virtual cinema setup (Figure 5), while 
mobile users viewed the same content through a custom-made video player application. One VR headset 
was augmented with passenger and seat anchors to support in-transit interactions. 
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Figure 4: a) sample instruction prompt on 'VR' and 'VR with Reality Anchors' personas’ devices; b) sample instruction 
prompt on 'Mobile Phone' persona’s device. 

 

Figure 5: virtual cinema experience as seen by a) VR user with 'Reality Anchors' enabled, b) VR user's perspective. 

3.4.4  Reality Anchors 

In our prior work [9, 10], we introduced the concept of Reality Anchors to enhance the use of immersive 
headsets in transit settings. Reality Anchors aim to 'anchor' or ground virtual reality within the real world 
by providing cues from reality as reference points in virtual environments. Anchoring in reality helps sustain 
imagination and maintain a clear contrast between virtual and real worlds, which is crucial for a contiguous 
user experience across realities [51]. Our earlier explorations of the concept [9, 10] have emphasized the 
necessity of passenger anchors (Reality Anchors visualizing other passengers) for immersive headsets in 
transit. It has also been noted that, while furniture anchors (visualizing seats, walls, handles, etc.) can be 
distracting, their inclusion is essential to ground the passenger in the scene, as their absence can distort 
references to real objects, considered unacceptable in a transit scenario [10]. To minimize the distraction 
caused by furniture anchors, we adjusted their depth to ensure that they did not obstruct the cinema screen.  
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To visualize Reality Anchors, we opted for a minimal viable visual representation, which consists of 
outlines and skeletons of the other two passengers (see Figure 3 and Figure 6). We did this to maximize 
immersion in the documentary and to avoid introducing confounding factors associated with realistic 
avatars, particularly concerning anonymity [88] and distraction [10]. Future research could, however, 
explore the use of high-fidelity avatars as Reality Anchors. 
 

 

Figure 6: an example of an upper body skeleton used to represent other passengers’ anchors. 

We selected to only display the upper body of the skeletons, rather than the full body. Previous studies 
have demonstrated the effectiveness of this approach in social situations when the primary focus is on the 
upper body or when the available space is limited [129]. This choice suited our scenario where passengers 
often remained seated, and minimizing distractions from the video screen was essential. Skeleton joints and 
head angle were updated in real-time, allowing us to accurately portray the movement of other passengers' 
bodies but only to the immersive headset with Reality Anchor persona. Minimal visualizations were 
deliberately visually different from everything else in the scene, ensuring a clear distinction between virtual 
objects and Reality Anchors. 

3.5 Participants 
In total 21 participants (8 females, 13 males, mean age = 32 years, SD = 9), split into 7 groups of 3, took part. 
These groups included both strangers and participants who were friends or knew each other. The majority 
were students, 16 had used a VR headset at least once, and 5 had never used one before. The mix of experience 
levels reflects a diverse range of device familiarity that users might encounter in a transit setting. The study 
took approximately 60 minutes and participants were compensated for their time with £10 Amazon 
vouchers. The study was approved by the university ethics committee.  Full details of participant 
demographics are provided in Appendix C. 
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4 RESULTS 
Once transcribed, participant statements from interview transcripts were manually coded using open coding 
[22], adhering to an inductive approach. Open codes were used to annotate the interview transcripts with 
short phrases identifying concepts in the data. An example would be a quote: “If he really talked to me or 
talked to someone on his VR device?” (G2, P6, M), coded as ‘intended respondent’. Each statement was assigned 
an emergent code, which was iterated over several cycles and used to re-code the transcripts until no new 
codes were needed. Subsequently, a thematic analysis [16] approach was adopted by examining the initial 
codes and searching for candidate themes and sub-themes. Multiple coding was allowed, where a code could 
be shared across sub-themes. For example, the theme ‘Navigating interactions’ had a sub-theme of 
‘Responding’ and a sub-theme of ‘Initiating’, both of which shared an open code of ‘Eye-gaze’. Themes that 
could not be fully supported by participants’ quotes were excluded. A single researcher performed the coding 
with discussion and iteration of the codes with another researcher. For visualizing the data and creating a 
thematic map, a Miro board was used. For the purpose of detailing the results, each participant was assigned 
a code composed of a group number (1-7), participant number (1-21), and the device used (M: mobile phone, 
VR: virtual reality headset, XR: virtual reality with Reality Anchors enabled headset). 

4.1 Passive Versus Active Participation in Passenger Interactions 
During the interview, participants discussed different actions they were asked to perform and other 
interactions they would imagine engaging in whilst traveling. Interactions that do not require the active 
initiation by, or involvement of, headset wearers were seen as mostly acceptable. This included verbal 
interactions between other passengers, “when you hear some kind of mumbling or like people are whispering 
around you, so you get the notion this person doesn't seem like they're actually interacting with me” (G1, P1, 
VR), ‘quick queries’: “if somebody asks me the time, I would be fine with them not taking their headset off 
[…]it’s too much work just to take off the headset, just to ask for the time” (G4, P12, M) or verbal interactions 
initiated by other passengers: “if I am using the headset and somebody asks me a question, it doesn't really 
bother me to give the answer” (G4, P10, VR). Passive non-verbal interactions were also seen as acceptable, 
including moving around and sitting next to/ in front of headset wearers, and were perceived as 'normal' 
and 'to be expected’ in public transport. 

However, interactions that were worrisome or required active participation were perceived as less 
acceptable when VR or immersive headset users were involved. Most problematic activities were back-and-
forth conversations, with one participant noting: “maybe it was okay to ask for the time it's a quick question, 
quick answer […] but to start a conversation? […] it felt strange” (G6, P17, XR). For non-verbal interactions, 
concerns arise when interactions might require a reaction and include disturbances or risk to safety: “like 
the pen dropping or whatever. It's the kind of thing that I probably would have wanted to see what was going 
on, to make sure everything was okay, if somebody needed help” (G3, P8, XR). Such interactions were most 
uncomfortable for VR users: “I just heard some sounds, but then I was I wasn't sure what it was. So, I was just 
sitting there confused. Like, what? Did something break?” (G3, P7, VR), whilst immersive headset wearers were 
reassured by the ability to monitor the environment: “because I could see people around me, I was pretty aware 
that things around me seem to be progressing relatively normally” (G3, P8, XR). 

Overall, participants' answers showed that verbal interactions require more involvement and create more 
complex dynamics between passengers engaged in asymmetric experiences. Considering the intricate nature 
of verbal interactions in contrast to non-verbal ones, the following section will present the challenges 
pertaining to this specific type of interaction. 
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4.1.1  Summary 

Our findings suggest that the level of engagement required by the unexpected interaction (passive, active or 
reactive) and the nature of the interaction (verbal or non-verbal) affect how acceptable these interactions 
are when immersive technologies are used, influencing their overall acceptance in transit contexts (RQ1). 
Non-verbal interactions that only demanded passive presence from the headset wearers were perceived as 
the most comfortable during transit. This insight highlights the importance of designing immersive 
technologies that account for varying degrees of passenger engagement and types of interaction to enhance 
user comfort and social acceptability in transit environments. While previous research has emphasized the 
importance of engagement levels in collaborative settings [44], our study extends these insights to 
asymmetric transit scenarios, emphasizing the impact of engagement level and interaction type on the 
acceptance of immersive technology. 

4.2 Assessing, Initiating, and Responding to Verbal Interactions in Transit 

4.2.1  Assessing Receptivity and Initiating an Interaction 

Prior to initiating a verbal interaction, participants expressed the need to assess if their fellow passengers 
would be receptive. One participant noted that knowing that “this is the right person to ask” and “look 
friendly” (G1, P2, XR) are key indicators. Most participants felt that fundamental social norms for assessing 
the other passenger and initiating contact were challenging when the action was initiated by the immersive 
and VR headset users. Participants relied on non-verbal cues, such as facial expressions: “we do not really 
know the facial expressions…I cannot really capture the whole thing that reflects the person next to me” (G4, 
P10, VR) to make the decision. Eye contact was a key missing cue that most participants felt they would 
resolve by removing their headset: “I think I wouldn't ask a question with the headset on I would move it up, 
have an eye contact first and then have the interaction” (G5, P13, VR). Participants felt that not doing this 
would come across as rude: “In a real-life situation, I'd find that a bit rude. Like if someone talks to you and 
like, isn't looking at you” (G3, P9, M), or selfish: “seems like I was ignoring the person around me and then when 
I need something I just approach the person” (G4, P10, VR). 

They emphasized the importance of alternative protocols to grab attention, especially if direct eye contact 
is not possible. For instance, gestures such as waving were suggested: “let's say I'm watching and the skeleton 
was doing like that, like waving, I would stop and remove the headset and then interact” (G5, P13, VR), or 
verbally announcing the intention to talk: “when […] they just ask me it's impolite. You can say, sorry, excuse 
me” (G1, P3, M). However, as in Section 4.1, removing the headset was not seen by some as a necessity 
replying to another passenger: “if I'm wearing the headset, someone asks me a question, I'm not going to take 
off the headset. I'm focusing” (G1, P1, VR). The rules for verbal interactions would also be less strictly followed 
when the other party was familiar, such as “friends” (G4, P11, XR) or “family” (G1, P3, M).  

4.2.2  Responding to Verbal Interactions in Transit 

Participants found that responding to interactions involving headset wearers was confusing. It was unclear 
if the interaction was taking place in the virtual or the real environment: “did he really talk to me or talked 
to someone on his VR device?” (G2, P6, M), or who was the intended respondent to the verbal interaction: “he's 
in VR world and I wasn't sure if he was addressing me or not” (G5, P15, M), especially when there were multiple 
people in close proximity: “if there were three people or two people around them, I wouldn't know who [sic] 
they were asking it to” (G3, P8, XR). Confusion was also experienced by the headset wearers trying to 
determine if they were the intended recipient of interaction from other passengers: “maybe I would just take 
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it off to make sure that they're asking me […] how would I know that actually they're asking me or they're 
asking someone else? (G1, P2, XR). No participants indicated their intentions verbally or through touch, yet 
a few attempted to communicate with body language. One participant shared, 'when I asked a question, I tried 
to signal that I was asking him by leaning in... And he just completely blanked me...' (G3, P8, XR). As noticing 
eye contact or reading body language was not possible, some expected non-visual cues to indicate they are 
the intended respondents for the interaction: “If it was for me, then someone would tap me or, I don't know, 
like, nudge my leg” (G7, P19, VR), but this was not acceptable for all: “if you want to catch the attention of a 
person or a passenger with your headset, poking them, I don't think it's a good option” (G5, P13, VR). 

4.2.3  Summary 

We found that unexpected verbal interactions involving immersive headset users disrupt established social 
norms and communication practices for initiation and responding, thus negatively impacting the acceptance 
of immersive technology in transit settings (RQ1). Specifically, the absence of non-verbal social cues, such 
as facial expressions, gestures, and eye contact, are essential but often missing in interactions involving 
headset users. This aligns with previous research, which has also underscored the significance of facial cues 
and eye contact in enabling meaningful communication between HMD users and non-users [19, 76]. 
However, our findings suggest that social norms may be more flexible in interactions among individuals 
with prior acquaintance. Ultimately, our work underscores the importance of enhancing support for key 
social cues in asymmetric contexts to better facilitate passenger interactions. 

4.3 Disembodiment and Disconnection from the Transit Environment 
During the focus groups, those who used VR headsets consistently reported a distinct sense of 
disembodiment and disconnection from the real environment: “I was just fully immersed in it […] it felt like 
I was in a totally different world” (G3, P7, VR). Participants mentioned a noticeable lack of presence from 
other passengers, leading some to forget where they were and making it challenging to shift focus from 
virtual content to engaging fellow passengers: “I had to go out of my virtual reality into this real world, see 
where everything was, and then ask, and then do what I need to do, and then get back” (G7, P19, VR). This 
became more difficult during asymmetric experiences: “If one of us is not using the technology, but both of 
them are using the technology, maybe it's not really acceptable” (G6, P17, XR), more so for interactions between 
a user in the virtual environment another in the real world: “to do an icebreaker or spark a conversation in VR 
with a non-VR user, that feels like it's a hard barrier” (G7, P21, M). Interestingly, for some VR users, 
disengagement from the real environment helped them feel less awkward about the situation: “if you're 
wearing the headset, you can't really see people's expressions or faces. Can't really see what they're thinking of 
you anyway. So, I guess it matters less” (G2, P4, VR). In contrast, some participants using immersive headsets 
reported maintaining a connection to the external environment, allowing them greater awareness of their 
surroundings: “when I immerse in my own world, I could see what happened in my surroundings. So […] it feels 
like [I Am] still connected with the world” (G4, P11, XR), with one participant noting a sense of social presence: 
“I definitely felt inside a virtual social space” (G3, P8, XR). Fellow passengers felt a sense of disconnect: “it's 
like a bit strange seeing people with the headsets on because they're here in front of me, but they're somewhere 
else completely” (G4, P12, M), with some feeling that headset wearers are 'untouchable’: “it is […] making 
them untouchable because if I want to talk to them, say something, or make the conversation, it's quite impossible 
because they are with their device” (G2, P6, M). 
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4.3.1  Summary 

Users immersed in virtual reality by wearing a headset experience disconnection from fellow passengers and 
the transit environment, making it challenging to engage in unexpected interactions. This sentiment was 
echoed by other passengers who found headset-wearers unapproachable and challenging to engage with 
(RQ2). Interactions between passengers were especially difficult when the asymmetric experiences were at 
opposite ends of the reality spectrum, such as a VR user and a smartphone user. While previous work 
highlighted disconnection between HMD and non-HMD users [19, 45], our findings suggest that asymmetric 
experiences not only create barriers but also contribute to a sense of unapproachability among passengers, 
underscoring the need for immersive technology designs that foster social connectivity. 

4.4 Breach of Trust by Immersive Tracking and Altered Behaviors 
The sense of disconnect also influenced the behavior of other passengers in the transit scenario. At the start 
of the study, participants remained unaware that one of the headset wearers had an enhanced view of reality. 
This led to behaviors that emphasized this sense of detachment: “I thought at first that they can't see me, so 
maybe I can just do something and they are not going to notice. Like, maybe I would do something weird in their 
face, and then they will not…[know]” (G2, P6, M). Another participant also shared a similar experience: “with 
the stretching, I was like fine because I just assumed they did not know I was in front of them, so I thought it 
was fine to do” (G4, P12, M). Others sought a sense of anonymity, with one individual sharing: “I thought I 
was a bit incognito” (G4, P12, M). This exhibited this desire for discretion by keeping a distance: “I did feel 
weird about going to sit next to someone where I knew they can't see me and probably would be surprised by my 
presence” (G3, P9, M) with participants keen to avoid engaging unless necessary: “it would have to be an 
absolute emergency to actually interrupt someone from this to ask a question” (G6, P17, XR). However, 
passenger behaviors were perceived differently upon learning about immersive tracking. Most felt 
uncomfortable not having known they were being tracked: “when I realized he could see me the entire time, 
it felt almost like a betrayal. If I see someone wearing a sleeping mask, I don't assume that they know what I'm 
doing” (G3, P9, M). This also altered the perceived actions passengers could take near headset wearers, 
limiting their movements: “I wouldn't move around because I don't want to disturb people”, or avoiding sitting 
directly in front of other passengers: “I would probably move so they're not right in front of the screen” (G7, 
P19, VR). Immersive headset users also reacted negatively to discovering that other users were not aware 
they were being observed: “now that I know that everyone else didn't have the same view, I felt like I was quite 
rude” (G3, P8, XR). Most participants expressed concerns about their privacy and being recorded: “maybe the 
headset can record what he is seeing around him...So what if he's recording what's around him? So that includes 
me. So that's a cause of concern” (G1, P1, VR), with a desire to be warned about real-time tracking: “there 
wasn't anything, no context, cue or clue to show me that MR user is seeing the things around him. I think it 
might be a good thing with such devices if they have an indicator saying he can see, he's seeing things around 
him” (G1, P1, VR).  

4.4.1  Summary 

Asymmetric user experiences can influence passengers' behaviors during unexpected interactions. These 
behaviors include physical movements around headset users, reluctance to engage with them, and for 
headset users with Reality Anchors, adjusting seating to avoid distractions (RQ2). Immersive tracking also 
raised privacy concerns among passengers, with the majority expressing discomfort due to the absence of 
notifications and warnings about tracking activities. Previous work has noted that device asymmetry can 
lead to power imbalances between users and bystanders [95, 127], potentially leaving HMD users vulnerable. 
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Our findings highlight how power imbalances can shift with varied access to information, with bystanders 
feeling more vulnerable upon learning that VR with Reality Anchors users could remain aware of their 
whereabouts. The ambiguity regarding what information each person possesses further complicates 
passenger interactions, leading to skewed social dynamics and altered behaviors, e.g., adjusting seating or 
movement patterns. 

4.5 Reality Anchors for Supporting Passive Awareness and Missing Social Cues  

4.5.1  Enhancing Passive Awareness 

We also investigated how Reality Anchors can support unexpected interactions with immersive technology 
users and effectively alleviate physical safety concerns by reassuring users about passenger body 
movements. Further Anchor detail is still needed to support passenger interactions that require a reaction 
or active participation, e.g. a conversation. Immersive headset users appreciated the increased level of 
awareness anchors provided and felt that it allowed them to focus on the task with more ease: “you can still 
focus on what you're doing. But then you are aware there's someone else besides you, or behind you or in front 
of you” (G2, P6, M). Anchors allowed them to monitor their environment for safety concerns: “but nothing 
was really concerning because I could infer from seeing people that nothing was wrong, particularly” (G3, P8, 
XR), described as a `presence indicator’ (G3, P8, XR) that requires little cognitive effort to monitor the 
environment: “I was very aware of any pretty much as soon as anything happened around me. I was instantly 
aware, although I didn't have to focus on it” (G3, P8, XR). This also made the experience feel less isolating: “I 
felt mostly more normal than I would be in most VR setups, where you're completely in a different situation 
when you're really boxed in” (G3, P8, XR). However, the anchors could also be distracting: “the little skeleton 
guys to be, like, kind of distracting, not super distracting. I could still like, tune in and watch the video, but I was 
definitely drawn to it whenever there was action happening around me” (G3, P8, XR), but some felt this was an 
acceptable compromise for increased awareness: “at some points, I feel like it's distracting because the person 
in front of me was moving his head, his hand... but at the same time it is comfortable seeing that rather than 
not knowing what the people are doing” (G1, P2, XR). The feelings were also shared by some observers, who, 
upon debriefing, felt that the anchors were useful for physical safety: “I would have actually preferred that as 
well. Because it makes it more personal, where you are more aware of your surroundings” (G2, P4, VR).  

4.5.2  Missing Social Cues for Comprehensive Passenger Interactions 

Finally, the visual representation of the other passengers received mixed opinions. Some participants felt 
that the minimal visual representation was appropriate: “it made asking them ambiguous and awkward, but 
it also meant that I didn't really feel like I was, like, spying” (G3, P8, XR). Others felt the lack of detail fostered 
ambiguity and impeded engagement with others: “I kind of know what they are doing but also, I don't really 
know what we're doing and can’t really judge these people” (G3, P9, M). Linking to the earlier findings, 
participants wanted to know more about the receptivity of the other passengers, including if they were 
wearing a headset themselves: “I can't tell if the skeleton is wearing a VR headset, or is not which is quite an 
important distinction” (G3, P8, XR), as well as the state they were in: “knowing people were there was good 
information, but it was kind of ambiguous as to how they were, what state they were in, and if they will, would 
be receptive” (G3, P8, XR). To better gauge receptivity, an option for eye contact was desired: “you need 
something else, like, some sort of way that people in the front that could tell you, like, where your visual attention 
is, so you can tell if you're being talked to” (G6, P16, VR). Even though skeletons had eyes, assessing the 
necessary gaze direction in VR was still complicated: “The skeleton does not give enough information on 
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whether they are looking at me or not… or maybe there were some eyes?” (G1, P2, XR), without further 
indication that an interaction is being initiated. 

4.5.3  Summary 

The use of cues from reality, referred to as Reality Anchors, can effectively help alleviate physical safety 
concerns associated with passenger interactions by providing users with reassurance about passenger body 
movements. However, further detail in the anchors, for example, facial expression or eye contact, is 
necessary to facilitate comprehensive passenger interactions that involve reactions or active participation, 
such as engaging in a back-and-forth conversation (RQ3). This highlights the limitations of current reality 
awareness solutions in fully supporting passenger interactions, emphasizing the need for further 
development to reduce barriers between passengers while preserving individuals’ privacy. This work builds 
upon existing research that introduced the concept of Reality Anchors [10], taking the novel step of applying 
them with actual passengers and eliciting realistic reactions. 

5 DISCUSSION 

5.1 Personal Disengagement Versus Social Interactions  
Our findings highlight the challenges of engaging with passengers immersed in diverse experiences with 
varying levels of available information and ability to interact. Scenarios in which users engage in similar 
experiences enable smoother interaction: “[if the] three of us using the technology, similar technology, so it's 
fine, because we are in the same [social] circle, so it's fine” (G6, P18, P), but asymmetric experiences become a 
substantial barrier. This is particularly pronounced with technologies from different ends of realities: “to do 
an icebreaker or spark a conversation in VR with a non-VR user, that feels like it's a hard barrier” (G7, P21, M). 
This echoes the existing practice of using electronic devices, such as mobiles or laptops, to create 
disengagement from uncomfortable social interactions with fellow passengers [113, 131] in confined spaces 
[97]. 

Immersive technologies extend the concept of disengagement even further by allowing users to immerse 
themselves in new, customized realities. As a result, the divide between passengers and their immediate 
transit environment is magnified, intensifying the sense of disconnection. Not everyone seeks such 
disconnection; some individuals prioritize maintaining awareness of their environment [8] and currently 
might opt for less immersive technologies such as mobiles or AR devices feeling reluctant to use an 
immersive headset despite its capabilities (G3, P7, VR; G6, P17, XR). Therefore, as immersive technologies 
become more accessible to broader audiences, managing asymmetric experiences in public spaces will 
become a challenge. These asymmetric experiences create a disruptive transition period as social norms 
evolve to accommodate the technological shift, highlighting the need to explore how immersive technologies 
can support social interactions during this transition. Looking to the far future, we can imagine that 
immersive devices will become more homogenous in terms of capabilities and affordances, stabilizing norms 
and expectations around how people use such devices in co-located public settings. Just as we have adapted 
to passengers using headphones, phones, laptops, or tablets, this unified approach would establish familiar 
norms for interaction, streamlining the passenger experience. However, individual user behaviors and 
preferences will remain varied. While some passengers may seek to engage with others, there will be those 
who prefer to shield themselves [86]. Consequently, immersive devices need to support a wide spectrum of 
user preferences, facilitating both connection and privacy within public transit environments. 
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5.2 The Gaze Gap in Immersive Technologies  
Non-verbal cues, encompassing body language, facial expressions, and gaze, play a pivotal role in facilitating 
human interactions [14, 91]. Gaze serves the purpose of evaluating interaction receptivity and indicating 
intended respondents, as emphasized in our work. The necessity to address the absence of gaze has long 
driven both academic and industry efforts. Research efforts have included simulating gaze on headsets [28], 
and some have incorporated additional information, such as the full face of the user [76]. Industry products 
are also increasingly focusing on resolving the absence of gaze, exemplified by the recent introduction of 
the Apple Vision Pro immersive headset [133], which can simulate a digital version of a user’s eyes to other 
people nearby via a front-mounted screen. This simulation can adjust based on the user's level of engagement 
in the activity to indicate their receptiveness to outsiders [144]. However, some initial reactions describe it 
as ‘creepy’ [145] or ‘uncanny’ [146], raising questions about the suitability of this approach. 

While the gaze issues caused by current headset form factors [14] may be resolved in future, our work 
shows that the requirements for gaze pose additional challenges in asymmetric experiences. Even with 
flawless and unobscured gaze simulation, navigating between real and virtual worlds remains challenging. 
Communication could occur in either space simultaneously, highlighting the issue of 'social collision' where 
virtual content might collide with the real surroundings [86]. For instance, a headset wearer might be 
engaged in a conversation with someone in their virtual view, not visible to others, or attempting to 
communicate with a person in the same physical space. This challenge is illustrated by one of our 
participants who queried: “did he really talk to me or talked to someone on his VR device?” (G2, P6, M). 
Furthermore, in transit scenarios, gaze needs to serve a bi-directional purpose, allowing both immersive and 
non-immersive users to convey their intention for interaction or confirm receipt. Challenges might also arise 
when multiple passengers want to interact but have varied levels of non-verbal cues available. Additional 
research is necessary to investigate if and how gaze could be used to bridge the gap between virtual and real 
worlds to facilitate smooth interactions amongst co-located users in asymmetric experiences. 

5.3 User Experience of Immersive Tracking 
In our study, we took a distinct approach by exploring three immersion levels in device setups, one of which 
included real-time skeleton tracking. By exposing participants to immersive tracking, we provided them 
with first-hand experience of asymmetric interactions and the privacy implications, in contrast to previous 
work reliant on more hypothetical approaches [1, 93, 101]. While our study used cameras mounted within 
the environment, we anticipate similar privacy dynamics and concerns to arise with cameras mounted on 
headsets. In earlier work, most concerns arose from bystander perspectives, particularly regarding 
unauthorized recording without their awareness or consent [93]. Additionally, the absence of notifications 
for those being recorded intensifies these privacy concerns, affecting the adoption of technologies in public 
[132]. However, we found that both immersive headset users and bystanders were caught off-guard by the 
real-time immersive tracking experience. 

Our work showed that despite being situated in a setting where observation by fellow passengers is 
customary, the introduction of asymmetric experiences adds an element of unexpectedness, which became 
distinctly evident in participants' real-life interactions. While prior work highlighted the need for reality-
aware immersive headsets [49, 92] for enhancing safety and enjoyment of the virtual experience, we found 
that, in reality, users were surprised by such capabilities when engaged in asymmetric experiences. Some of 
the non-headset users felt they were being anonymous with their actions (G4, P12, M) and did not anticipate 
the shift in power dynamics. Immersive headset users also had negative initial reactions, with some feeling 
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their actions were “rude” towards other passengers. This highlights the vital insights to be gained from in 
situ studies that allow participants to experience immersive tracking firsthand.  

Upon further discussion, we observed an overall positive outlook toward body tracking for addressing 
physical safety concerns. Participants valued enhancing their awareness of surrounding activities, such as 
movements or presence of others. The need for additional social cues to adhere to social norms and support 
complex or extended interactions among passengers also became evident. This would, however, require 
collecting even more data about users and other passengers, such as gaze, expression, mood and state. This 
is likely within the capability of future headsets, as they are already able to collect audio, and camera inputs 
from users [2]. To support asymmetric experiences in transit settings, further work is needed to understand 
how future immersive technologies can provide tracking whilst remaining privacy-preserving. Potential 
solutions could include tracking only certain parts of the human body at a certain proximity and notifying 
the observed passengers accordingly.  

5.4 Altered Behaviors During Interpersonal Interactions 
Our findings suggest that the adoption of immersive technologies may influence changes in interpersonal 
interactions and norms of behavior among passengers. For example, this can involve adjusting approaches 
to initiating interactions or navigating around other passengers wearing immersive headsets. The impact of 
immersive technology on our behaviors is not an intentional design decision, but it does raise the question 
of whether designers should intentionally shape these effects. This prompts exploration into the potential 
of these technologies to influence users, given they can gather extensive physical and emotional user data 
[1, 32, 46, 47, 101, 120] over prolonged periods [93], enabling opportunities for tailored customization. The 
practice of influencing users’ behaviors through recommendations, suggestions, or the design of the 
interface, often referred to as ‘nudging’, has already found applications in healthcare [124] environmental 
attitudes [110], and entertainment [11]. Immersive experiences could also be designed to create pro-social 
[82] experiences that shape behaviors to alleviate discomfort created by asymmetric passenger experiences. 
This might be achieved by increasing awareness of other passengers' activities or suggesting social ice-
breakers and incentives to enhance passenger interaction.  

However, the capacity to curate experiences based on user data raises important questions about the 
impact, purpose, and ethics of ‘nudging’ through immersive technologies. Could tailored experiences 
establish new social norms within environments where immersive technologies are used? Should we allow 
immersive technologies to influence interpersonal interaction, which could compromise user autonomy? As 
we navigate the transition into asymmetric multi-user experiences, ethical considerations must also come 
to the forefront. It is paramount to balance the effects of curated experiences that support passenger 
interactions and ethical considerations, highlighting the need for proactive dialogues on privacy safeguards, 
user consent, and responsible data usage. While the potential to reshape behaviors holds promise in 
addressing certain challenges tied to passenger interactions, it remains essential that ethical guidelines guide 
these transformations, ensuring immersive technologies support users and bystanders.  

5.5 Breaking Research Gaps with Speculative Enactments 
Speculative enactments proved to be a powerful method for exploring future transit scenarios involving 
asymmetric passenger experiences. Enactments enabled the simulation of social dynamics between users of 
disparate devices in situations that are starting to occur in real world settings but are not yet common. We 
uncovered that there is nuance to the unexpected interactions between passengers, with varying degrees of 
passenger engagement (passive, active, and reactive) and types of interaction (verbal and non-verbal) 
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influencing the acceptance of immersive technologies. This level of detailed insight could not have been 
achieved in a traditional lab study, as enactments offer a unique perspective by enabling individuals to 
experience and 'enact' the unexpected interactions with other passengers. Additionally, we observed that 
asymmetric experiences contribute to a sense of unapproachability among passengers. The disconnect 
between users at different ends of the reality spectrum became evident through the enactments, which 
required participants to actually converse and discover where communication broke down. Furthermore, we 
found that participants were surprised by being tracked with immersive headsets, which revealed 
unanticipated shifts in power dynamics. Despite ‘enacting’ a setting where observation by fellow passengers 
is customary, the introduction of asymmetric experiences added an element of unexpectedness, distinctly 
evident in participants' real-life interactions. It would be difficult to uncover these power shifts with 
conventional methods, as they do not require participants to embody specific personas and confront 
preconceived expectations about those roles in real-time interactions. 

These findings are critical for designing technologies that support user interactions across a range of 
disparate devices, which is needed to advance the acceptance of immersive technologies in transit.  
Speculative enactments made it possible to create the experience of this possible future, include a range of 
devices across the reality/virtuality continuum, and ‘enact’ the social interactions this research aimed to 
explore. Looking ahead, speculative enactments hold significant potential for future research, offering 
several strengths and some weaknesses. The method is particularly suitable for exploratory topics that 
depend on complex social contexts and where emerging technologies are not yet available or feasible to 
deploy in real settings. By simulating these interactions in a controlled environment, speculative enactments 
provide valuable qualitative data and address gaps in conventional research. However, there are challenges 
to consider. Effectively embodying a persona can be demanding, and participants' ability to fully immerse 
themselves in the scenario can vary, which may influence the consistency of the data. Additionally, 
enactments require significant time and depend on a crafted narrative, which can limit the range of scenarios 
explored. For studies requiring precise measurements and multiple variations of conditions, enactments may 
not be as effective. Despite these challenges, the strengths of speculative enactments in simulating real-
world interactions make them a valuable tool for future research. In contexts where social dynamics are less 
critical, traditional methods such as lab studies can provide complementary insights, enhancing the overall 
understanding of future scenarios and emerging technologies. 

6 LIMITATIONS 
There are several experimental design and technical limitations in our study that must be acknowledged 
when interpreting our findings. First, our experimental approach involved enactments to recreate a single 
transit scenario, recognizing that it cannot fully capture the diversity of all possible scenarios and varying 
social settings. Enactments offer valuable insights in exploring potential futures [53, 59, 89, 90, 105] and can 
effectively create contexts for authentic social interactions [27]. Although we dedicated effort to enhancing 
interaction authenticity through warm-up exercises, it is important to recognize that the study was 
conducted within a controlled lab setting, where the use of enactments inherently shapes participant 
experiences and cannot fully replace real-world studies. These may yield different and novel insights and 
should be pursued in follow-up research. Second, our participants were tasked with a static activity—
watching a documentary, a deliberate choice to minimize the introduction of confounding variables. 
However, the application of different task types, such as gaming or work-related activities, might result in 
varied passenger interactions and require exploration. Third, our selected visual representation of the 
anchors, although largely effective, could be improved to convey a wider range of social cues necessary for 
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interactions that require complex or extended user involvement. While the study focused on visual cues, this 
was primarily because immersive headsets inherently occlude much of the user’s visual field. Future work 
could expand on this approach by incorporating audio techniques to further enhance passenger awareness 
and help facilitate social interactions between passengers. Finally, the potential interactions among 
participants were influenced by technical considerations arising from the capabilities of the tracking 
cameras. We designed interaction scenarios to utilize current tracking capabilities, thereby creating a 
realistic range of interactions among passengers. As further improvements in simultaneous multi-body 
tracking occur, future research could explore a broader range of interactions, such as studying dynamics 
amongst large groups of passengers. 

7 CONCLUSIONS 
We presented an enactment study investigating asymmetric passenger experiences between users 
simultaneously using devices with varying levels of immersion, environmental information, and interactive 
abilities. Our use of novel enactments of a future scenario marks our first contribution (1). The study’s 
findings demonstrate that engagement level and the nature of the interaction influence the acceptance of 
immersive technology in transit, marking our second contribution (2). Additionally, we showed that 
asymmetric experiences can create a sense of disconnection among passengers, especially for users at the 
opposing ends of the reality/virtuality spectrum, marking our third contribution (3). Finally, we validate the 
use of VR headsets with Reality Anchors, finding that immersive tracking reduces physical safety concerns 
but requires further refinement to support interactions that require active user involvement, marking our 
fourth contribution (4). Our work represents an important first step towards understanding the dynamics of 
asymmetric passenger experiences in transit. 

ACKNOWLEDGMENTS 
This research was funded by the European Research Council (ERC) under the European Union’s Horizon 
2020 research and innovation program (#835197, ViAjeRo). 

REFERENCES 
[1] Melvin Abraham, Pejman Saeghe, Mark Mcgill, and Mohamed Khamis. 2022. Implications of XR on Privacy, Security and 

Behaviour: Insights from Experts. In Nordic Human-Computer Interaction Conference, October 08, 2022. ACM, New York, NY, 
USA, 1–12. https://doi.org/10.1145/3546155.3546691 

[2] Devon Adams, Alseny Bah, Catherine Barwulor, Elissa M Redmiles, Nureli Musabay, and Kadeem Pitkin. Ethics Emerging: the 
Story of Privacy and Security Perceptions in Virtual Reality Ethics Emerging: the Story of Privacy and Security Perceptions in Virtual 
Reality. Retrieved from https://www.usenix.org/conference/soups2018/presentation/adams 

[3] David Ahlström, Khalad Hasan, and Pourang Irani. 2014. Are you comfortable doing that? In Proceedings of the 16th international 
conference on Human-computer interaction with mobile devices & services, September 23, 2014. ACM, New York, NY, USA, 193–
202. https://doi.org/10.1145/2628363.2628381 

[4] Takuto Akiyoshi, Masashi Abe, Yuki Shimizu, Yusaku Takahama, Koki Nagata, Yosuke Okami, and Taishi Sawabe. 2022. Hype 
Dlive: XR Live Performance System for Improving Passenger Comfort in Autonomous Driving. In HAI 2022 - Proceedings of the 
10th Conference on Human-Agent Interaction, December 05, 2022. Association for Computing Machinery, Inc, 296–298. 
https://doi.org/10.1145/3527188.3563916 

[5] Fouad Alallah, Khalad Hasan, Ali Neshati, Edward Lank, Pourang Irani, Yumiko Sakamoto, and Andrea Bunt. 2018. Performer 
vs. observer: Whose comfort level should we consider when examining the social acceptability of input modalities for head-
worn display? In Proceedings of the ACM Symposium on Virtual Reality Software and Technology, VRST, November 28, 2018. 
Association for Computing Machinery. https://doi.org/10.1145/3281505.3281541 

 



ACM Trans. Comput.-Hum. Interact 

 

 

[6] Lui Albæk Thomsen, Niels Christian Nilsson, Rolf Nordahl, and Boris Lohmann. 2019. Asymmetric collaboration in virtual 
reality. Tidsskriftet Læring og Medier (LOM) 12, 20 (March 2019). https://doi.org/10.7146/lom.v12i20.109391 

[7] Álvaro Aranda Muñoz, Nina Bozic Yams, and Lisa Carlgren. 2023. CO-DESIGNING TECHNOLOGICAL EXPLORATIONS IN 
DEVELOPING FUTURES LITERACY THROUGH SPECULATIVE DESIGN AND AN ARTISTIC INTERVENTION. Proceedings of 
the Design Society 3, (July 2023), 957–966. https://doi.org/10.1017/pds.2023.96 

[8] Laura Bajorunaite, Stephen Brewster, and Julie R. Williamson. 2021. Virtual Reality in transit: How acceptable is VR use on 
public transport? In Proceedings - 2021 IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops, VRW 
2021, March 01, 2021. Institute of Electrical and Electronics Engineers Inc., 432–433. 
https://doi.org/10.1109/VRW52623.2021.00098 

[9] Laura Bajorunaite, Stephen Brewster, and Julie R. Williamson. 2022. “Reality Anchors”: Bringing Cues from Reality into VR on 
Public Transport to Alleviate Safety and Comfort Concerns. In Conference on Human Factors in Computing Systems - Proceedings, 
April 27, 2022. Association for Computing Machinery. https://doi.org/10.1145/3491101.3519696 

[10] Laura Bajorunaite, Stephen Brewster, and Julie R. Williamson. 2023. Reality Anchors: Bringing Cues from Reality to Increase 
Acceptance of Immersive Technologies in Transit. In Proceedings of the ACM on Human-Computer Interaction (PACMHCI), July 
2023. HCI. https://doi.org/https://doi.org/10.1145/3604266 

[11] Matt Bartlett, Fabio Morreale, and Gauri Prabhakar. 2023. Analysing Privacy Policies and Terms of Use to understand 
algorithmic recommendations: the case studies of Tinder and Spotify. J R Soc N Z 53, 1 (2023), 119–132. 
https://doi.org/10.1080/03036758.2022.2064517 

[12] Eric P.S. Baumer, Mark Blythe, and Theresa Jean Tanenbaum. 2020. Evaluating design fiction: The right tool for the job. In DIS 
2020 - Proceedings of the 2020 ACM Designing Interactive Systems Conference, July 03, 2020. Association for Computing 
Machinery, Inc, 1901–1913. https://doi.org/10.1145/3357236.3395464 

[13] Laurens Boer and Jared Donovan. 2012. Provotypes for participatory innovation. In Proceedings of the Designing Interactive 
Systems Conference, June 11, 2012. ACM, New York, NY, USA, 388–397. https://doi.org/10.1145/2317956.2318014 

[14] Evren Bozgeyikli and Victor Gomes. 2022. Googly Eyes: Displaying User’s Eyes on a Head-Mounted Display for Improved 
Nonverbal Communication. In CHI PLAY 2022 - Extended Abstracts of the 2022 Annual Symposium on Computer-Human 
Interaction in Play, November 02, 2022. Association for Computing Machinery, Inc, 253–260. 
https://doi.org/10.1145/3505270.3558348 

[15] Nina Bozic Yams and Álvaro Aranda Muñoz. 2021. Poetics of Future Work: Blending Speculative Design with Artistic 
Methodology. In Conference on Human Factors in Computing Systems - Proceedings, May 08, 2021. Association for Computing 
Machinery. https://doi.org/10.1145/3411763.3443451 

[16] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. Qual Res Psychol 3, 2 (2006), 77–101. 
https://doi.org/10.1191/1478088706qp063oa 

[17] Marion Buchenau and Jane Fulton Suri. 2000. Experience prototyping. In Proceedings of the conference on Designing interactive 
systems processes, practices, methods, and techniques - DIS ’00, 2000. ACM Press, New York, New York, USA, 424–433. 
https://doi.org/10.1145/347642.347802 

[18] Stuart Candy and Kelly Kornet. 2019. Turning foresight inside out: An introduction to ethnographic experiential futures. Journal 
of Futures Studies 23, 3 (March 2019), 3–22. https://doi.org/10.6531/JFS.201903_23(3).0002 

[19] Liwei Chan and Kouta Minamizawa. 2017. FrontFace: Facilitating communication between HMD users and outsiders using 
front-facing-screen HMDs. In Proceedings of the 19th International Conference on Human-Computer Interaction with Mobile 
Devices and Services, MobileHCI 2017, September 04, 2017. Association for Computing Machinery, Inc. 
https://doi.org/10.1145/3098279.3098548 

[20] Ji Won Chung, Xiyu Jenny Fu, Zachary Deocadiz-Smith, Malte F Jung, and Jeff Huang. 2023. Negotiating Dyadic Interactions 
through the Lens of Augmented Reality Glasses. July 10, 2023. Association for Computing Machinery (ACM), 493–508. 
https://doi.org/10.1145/3563657.3595967 

[21] Gabriel Cirio, Peter Vangorp, Emmanuelle Chapoulie, Maud Marchal, Anatole Lecuyer, and George Drettakis. 2012. Walking in 
a Cube: Novel Metaphors for Safely Navigating Large Virtual Environments in Restricted Real Workspaces. IEEE Trans Vis 
Comput Graph 18, 4 (April 2012), 546–554. https://doi.org/10.1109/TVCG.2012.60 

 



ACM Trans. Comput.-Hum. Interact 

 

27 

[22] Juliet Corbin and Anselm Strauss. 2012. Basics of Qualitative Research (3rd ed.): Techniques and Procedures for Developing 
Grounded Theory. Basics of Qualitative Research (3rd ed.): Techniques and Procedures for Developing Grounded Theory (2012), 
2021–2022. https://doi.org/10.4135/9781452230153 

[23] Tamara Denning, Zakariya Dehlawi, and Tadayoshi Kohno. 2014. In situ with bystanders of augmented reality glasses: 
Perspectives on recording and privacy-mediating technologies. In Conference on Human Factors in Computing Systems - 
Proceedings, 2014. Association for Computing Machinery, 2377–2386. https://doi.org/10.1145/2556288.2557352 

[24] Audrey Desjardins, Cayla Key, Heidi R. Biggs, and Kelsey Aschenbeck. 2019. Bespoke booklets: A method for situated co-
speculation. In DIS 2019 - Proceedings of the 2019 ACM Designing Interactive Systems Conference, June 18, 2019. Association for 
Computing Machinery, Inc, 697–709. https://doi.org/10.1145/3322276.3322311 

[25] Anthony Dunne and Fiona Raby. 2013. Speculative Everything: Design, Fiction, and Social Dreaming. The MIT Press. 

[26] Pouya Eghbali, Kaisa Väänänen, and Tero Jokela. 2019. Social acceptability of virtual reality in public spaces: Experiential 
factors and design recommendations. In ACM International Conference Proceeding Series, November 26, 2019. Association for 
Computing Machinery. https://doi.org/10.1145/3365610.3365647 

[27] Chris Elsden, David Chatting, Abigail C. Durrant, Andrew Garbett, Bettina Nissen, John Vines, and David S. Kirk. 2017. On 
speculative enactments. In Conference on Human Factors in Computing Systems - Proceedings, 2017. Association for Computing 
Machinery, 5386–5399. https://doi.org/10.1145/3025453.3025503 

[28] Isamu Endo, Kazuki Takashima, Maakito Inoue, Kazuyuki Fujita, Kiyoshi Kiyokawa, and Yoshifumi Kitamura. 2021. 
ModularHMD: A Reconfigurable Mobile Head-Mounted Display Enabling Ad-hoc Peripheral Interactions with the Real World. 
In UIST 2021 - Proceedings of the 34th Annual ACM Symposium on User Interface Software and Technology, October 10, 2021. 
Association for Computing Machinery, Inc, 100–117. https://doi.org/10.1145/3472749.3474738 

[29] Barrett Ens, Joel Lanir, Anthony Tang, Scott Bateman, Gun Lee, Thammathip Piumsomboon, and Mark Billinghurst. 2019. 
Revisiting collaboration through mixed reality: The evolution of groupware. International Journal of Human Computer Studies 
131, (November 2019), 81–98. https://doi.org/10.1016/j.ijhcs.2019.05.011 

[30] Pedro Gil Farias, Roy Bendor, and Bregje F. Van Eekelen. 2022. Social dreaming together: A critical exploration of participatory 
speculative design. In ACM International Conference Proceeding Series, August 19, 2022. Association for Computing Machinery, 
147–154. https://doi.org/10.1145/3537797.3537826 

[31] Andreas Rene Fender and Christian Holz. 2022. Causality-preserving Asynchronous Reality. In Conference on Human Factors in 
Computing Systems - Proceedings, April 29, 2022. Association for Computing Machinery. https://doi.org/10.1145/3491102.3501836 

[32] Carlos Bermejo Fernandez and Pan Hui. 2022. Life, the Metaverse and Everything: An Overview of Privacy, Ethics, and 
Governance in Metaverse. In Proceedings - 2022 IEEE 42nd International Conference on Distributed Computing Systems Workshops, 
ICDCSW 2022, 2022. Institute of Electrical and Electronics Engineers Inc., 272–277. 
https://doi.org/10.1109/ICDCSW56584.2022.00058 

[33] Laura E. Forlano and Megan K. Halpern. 2023. Speculative Histories, Just Futures: From Counterfactual Artifacts to 
Counterfactual Actions. ACM Transactions on Computer-Human Interaction 30, 2 (April 2023), 1–37. 
https://doi.org/10.1145/3577212 

[34] Nikos Frangakis, Giannis Karaseitanidis, Mirabelle D’Cruz, Harshada Patel, Betty Mohler, Matthias Bues, and Kaj Helin. 2014. 
VR-HYPERSPACE Research Roadmap. https://doi.org/10.13140/RG.2.2.14183.88481 

[35] Rosemarie Garland-Thomson. 2006. Ways of staring. Journal of Visual Culture 5, 2 (2006), 173–192. 
https://doi.org/10.1177/1470412906066907 

[36] Ceenu George, Philipp Janssen, David Heuss, and Florian Alt. 2019. Should I interrupt or not? Understanding interruptions in 
head-mounted display settings. DIS 2019 - Proceedings of the 2019 ACM Designing Interactive Systems Conference (2019), 497–510. 
https://doi.org/10.1145/3322276.3322363 

[37] Ceenu George, An Ngo Tien, and Heinrich Hussmann. 2020. Seamless, Bi-directional Transitions along the Reality-Virtuality 
Continuum: A Conceptualization and Prototype Exploration. Proceedings - 2020 IEEE International Symposium on Mixed and 
Augmented Reality, ISMAR 2020 (2020), 412–424. https://doi.org/10.1109/ISMAR50242.2020.00067 

[38] Sarthak Ghosh, Lauren Winston, Nishant Panchal, Philippe Kimura-Thollander, Jeff Hotnog, Douglas Cheong, Gabriel Reyes, 
and Gregory D. Abowd. 2018. NotifiVR: Exploring Interruptions and Notifications in Virtual Reality. IEEE Trans Vis Comput 
Graph 24, 4 (April 2018), 1447–1456. https://doi.org/10.1109/TVCG.2018.2793698 

 



ACM Trans. Comput.-Hum. Interact 

 

 

[39] Jeronimo Gustavo Grandi, Henrique Galvan Debarba, and Anderson Maciel. 2019. Characterizing Asymmetric Collaborative 
Interactions in Virtual and Augmented Realities. In 2019 IEEE Conference on Virtual Reality and 3D User Interfaces (VR), March 
2019. IEEE, 127–135. https://doi.org/10.1109/VR.2019.8798080 

[40] Mattias Gripsrud and Randi Hjorthol. 2012. Working on the train: from ‘dead time’ to productive and vital time. Transportation 
(Amst) 39, 5 (September 2012), 941–956. https://doi.org/10.1007/s11116-012-9396-7 

[41] Stephen Groening. 2013. Aerial screens. Hist Technol 29, 3 (2013), 284–303. https://doi.org/10.1080/07341512.2013.858523 

[42] Jan Gugenheimer. 2016. Nomadic virtual reality: Exploring new interaction concepts for mobile virtual reality head-mounted 
displays. In UIST 2016 Adjunct - Proceedings of the 29th Annual Symposium on User Interface Software and Technology, October 16, 
2016. Association for Computing Machinery, Inc, 9–12. https://doi.org/10.1145/2984751.2984783 

[43] Jan Gugenheimer, Christian Mai, Mark McGill, Julie Williamson, Frank Steinicke, and Ken Perlin. 2019. Challenges Using Head-
Mounted Displays in Shared and Social Spaces. In Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing 
Systems, May 02, 2019. ACM, New York, NY, USA, 1–8. https://doi.org/10.1145/3290607.3299028 

[44] Jan Gugenheimer, Evgeny Stemasov, Julian Frommel, and Enrico Rukzio. 2017. ShareVR: Enabling co-located experiences for 
virtual reality between HMD and Non-HMD users. In Conference on Human Factors in Computing Systems - Proceedings, May 02, 
2017. Association for Computing Machinery, 4021–4033. https://doi.org/10.1145/3025453.3025683 

[45] Jan Gugenheimer, Evgeny Stemasov, Harpreet Sareen, and Enrico Rukzio. 2017. FaceDisplay: Enabling multi-user interaction for 
mobile virtual reality. In Conference on Human Factors in Computing Systems - Proceedings, May 06, 2017. Association for 
Computing Machinery, 369–372. https://doi.org/10.1145/3027063.3052962 

[46] Jan Gugenheimer, Wen Jie Tseng, Abraham Hani Mhaidli, Jan Ole Rixen, Mark McGill, Michael Nebeling, Mohamed Khamis, 
Florian Schaub, and Sanchari Das. 2022. Novel Challenges of Safety, Security and Privacy in Extended Reality. In Conference on 
Human Factors in Computing Systems - Proceedings, April 27, 2022. Association for Computing Machinery. 
https://doi.org/10.1145/3491101.3503741 

[47] Jaybie A.De Guzman, Kanchana Thilakarathna, and Aruna Seneviratne. 2023. Privacy and Security Issues and Solutions for 
Mixed Reality Applications. In Springer Handbooks. Springer Science and Business Media Deutschland GmbH, 157–183. 
https://doi.org/10.1007/978-3-030-67822-7_7 

[48] Edward T. Hall. 1966. The Hidden Dimension. The Bodley Head, London. 

[49] Daniel Harley and Cayley MacArthur. 2023. Sharing Play Spaces: Design Lessons from Reddit Posts Showing Virtual Reality in 
the Home. July 10, 2023. Association for Computing Machinery (ACM), 509–522. https://doi.org/10.1145/3563657.3596005 

[50] Jeremy Hartmann, Christian Holz, Eyal Ofek, and Andrew D. Wilson. 2019. RealityCheck: Blending virtual environments with 
situated physical reality. Conference on Human Factors in Computing Systems - Proceedings (2019), 1–12. 
https://doi.org/10.1145/3290605.3300577 

[51] Michael Heim. 1994. The Metaphysics of Virtual Reality. Oxford University Press. 
https://doi.org/10.1093/acprof:oso/9780195092585.001.0001 

[52] Ingi Helgason and Michael Smyth. 2020. Ethnographic fictions: Research for speculative design. In DIS 2020 Companion - 
Companion Publication of the 2020 ACM Designing Interactive Systems Conference, July 06, 2020. Association for Computing 
Machinery, Inc, 203–207. https://doi.org/10.1145/3393914.3395872 

[53] Kenneth Holstein, Erik Harpstead, Rebecca Gulotta, and Jodi Forlizzi. 2020. Replay enactments: Exploring possible futures 
through historical data. In DIS 2020 - Proceedings of the 2020 ACM Designing Interactive Systems Conference, July 03, 2020. 
Association for Computing Machinery, Inc, 1607–1618. https://doi.org/10.1145/3357236.3395427 

[54] Yi Ta Hsieh, Antti Jylhä, Valeria Orso, Luciano Gamberini, and Giulio Jacucci. 2016. Designing a willing-to-use-in-public hand 
gestural interaction technique for smart glasses. In Conference on Human Factors in Computing Systems - Proceedings, May 07, 
2016. Association for Computing Machinery, 4203–4215. https://doi.org/10.1145/2858036.2858436 

[55] Hikaru Ibayashi, Yuta Sugiura, Daisuke Sakamoto, Natsuki Miyata, Mitsunori Tada, Takashi Okuma, Takeshi Kurata, Masaaki 
Mochimaru, and Takeo Igarashi. 2015. Dollhouse VR: A multi-view, multi-user collaborative design workspace with VR 
technology. In SIGGRAPH Asia 2015 Emerging Technologies, SA 2015, November 02, 2015. Association for Computing Machinery, 
Inc. https://doi.org/10.1145/2818466.2818480 

 



ACM Trans. Comput.-Hum. Interact 

 

29 

[56] Pascal Jansen, Fabian Fischbach, Jan Gugenheimer, Evgeny Stemasov, Julian Frommel, and Enrico Rukzio. 2020. ShARe: 
Enabling co-located asymmetric multi-user interaction for augmented reality head-mounted displays. In UIST 2020 - Proceedings 
of the 33rd Annual ACM Symposium on User Interface Software and Technology, October 20, 2020. Association for Computing 
Machinery, Inc, 459–471. https://doi.org/10.1145/3379337.3415843 

[57] Kisung Jeong, Jinmo Kim, Mingyu Kim, Jiwon Lee, and Chanhun Kim. 2020. Asymmetric interface: User interface of asymmetric 
virtual reality for new presence and experience. Symmetry (Basel) 12, 1 (January 2020). https://doi.org/10.3390/SYM12010053 

[58] Mohamed Kari and Christian Holz. 2023. HandyCast: Phone-based Bimanual Input for Virtual Reality in Mobile and Space-
Constrained Settings via Pose-and-Touch Transfer. In Conference on Human Factors in Computing Systems - Proceedings, April 
19, 2023. Association for Computing Machinery. https://doi.org/10.1145/3544548.3580677 

[59] Jasmine Kaur, Rishabh Devgon, Smera Goel, Arunesh Singh, Kyzyl Monteiro, and Advika Singh. 2022. Future of Intimate 
Artefacts: A Speculative Design Investigation. In ACM International Conference Proceeding Series, November 09, 2022. 
Association for Computing Machinery, 57–66. https://doi.org/10.1145/3570211.3570216 

[60] Norene Kelly. 2017. All the world’s a stage. Interactions 24, 6 (October 2017), 56–60. https://doi.org/10.1145/3137093 

[61] Norene Kelly. 2018. My Device, My Self: Wearables as a Specific Case of the Social Acceptability of Technology. In CHI’18 
Workshop on (Un)Acceptable!?!—Re-thinking the Social Acceptability of Emerging Technologies, April 2018. Montreal, QC. 

[62] Norene Kelly and Stephen B Gilbert. 2016. The WEAR Scale : Developing a Measure of the Social Acceptability of a Wearable 
Device The WEAR Scale : Developing a Measure of the Social Acceptability of a Wearable Device. (2016). 

[63] Norene Kelly and Stephen B. Gilbert. 2018. The wearer, the device, and its use: Advances in understanding the social 
acceptability of wearables. In Proceedings of the Human Factors and Ergonomics Society, 2018. Human Factors and Ergonomics 
Society Inc., 1027–1031. https://doi.org/10.1177/1541931218621237 

[64] Adam Kendon. 1967. Some functions of gaze-direction in social interaction. Acta Psychol (Amst) 26, (1967), 22–63. 
https://doi.org/10.1016/0001-6918(67)90005-4 

[65] Marion Koelle, Abdallah El Ali, Vanessa Cobus, Wilko Heuten, and Susanne C.J. Boll. 2017. All about acceptability? Identifying 
factors for the adoption of data glasses. In Conference on Human Factors in Computing Systems - Proceedings, May 02, 2017. 
Association for Computing Machinery, 295–300. https://doi.org/10.1145/3025453.3025749 

[66] Marion Koelle, Thomas Olsson, Robb Mitchell, Julie Williamson, and Susanne Boll. 2019. What is (un)acceptable? Interactions 26, 
3 (April 2019), 36–40. https://doi.org/10.1145/3319073 

[67] Maulik C. Kotecha, Ting Ju Chen, Daniel A. McAdams, and Vinayak Krishnamurthy. 2021. Design ideation through speculative 
fiction: Foundational principles and exploratory study. Journal of Mechanical Design, Transactions of the ASME 143, 8 (August 
2021). https://doi.org/10.1115/1.4049656 

[68] Sandjar Kozubaev, Chris Elsden, Noura Howell, Marie Louise Juul Søndergaard, Nick Merrill, Britta Schulte, and Richmond Y. 
Wong. 2020. Expanding Modes of Reflection in Design Futuring. In Conference on Human Factors in Computing Systems - 
Proceedings, April 21, 2020. Association for Computing Machinery. https://doi.org/10.1145/3313831.3376526 

[69] Yoshiki Kudo, Anthony Tang, Kazuyuki Fujita, Isamu Endo, Kazuki Takashima, and Yoshifumi Kitamura. 2021. Towards 
Balancing VR Immersion and Bystander Awareness. Proc ACM Hum Comput Interact 5, ISS (2021). 
https://doi.org/10.1145/3486950 

[70] Do Young Lee, Youryang Lee, Yonghwan Shin, and Ian Oakley. 2018. Designing socially acceptable hand-to-face input. In UIST 
2018 - Proceedings of the 31st Annual ACM Symposium on User Interface Software and Technology, October 11, 2018. Association 
for Computing Machinery, Inc, 711–723. https://doi.org/10.1145/3242587.3242642 

[71] Hsinju Lee, Fang Hsin Hsu, Wei Ko Li, Jie Tsai, Ying Yu Chen, and Yung Ju Chang. 2023. Get Distracted or Missed the Stop? 
Investigating Public Transit Passengers’ Travel-Based Multitasking Behaviors, Motives, and Challenges. In Conference on Human 
Factors in Computing Systems - Proceedings, April 19, 2023. Association for Computing Machinery. 
https://doi.org/10.1145/3544548.3581391 

[72] Jiwon Lee, Mingyu Kim, and Jinmo Kim. 2020. RoleVR: Multi-experience in immersive virtual reality between co-located HMD 
and non-HMD users. Multimed Tools Appl 79, 1–2 (January 2020), 979–1005. https://doi.org/10.1007/s11042-019-08220-w 

 



ACM Trans. Comput.-Hum. Interact 

 

 

[73] Cecilia Loureiro-Koechlin, Jose Rodrigo Cordoba-Pachon, Lynne Coventry, Soteris Demetriou, and Charles Weir. 2022. Vision: 
Design Fiction for Cybersecurity Using Science Fiction to Help Software Developers Anticipate Problems. In ACM International 
Conference Proceeding Series, September 29, 2022. Association for Computing Machinery, 79–84. 
https://doi.org/10.1145/3549015.3554295 

[74] Trieuvy Luu, Martijn Van Den Broeck, and Marie Louise Juul Søndergaard. 2018. Data economy: Interweaving storytelling and 
world building in design fiction. In ACM International Conference Proceeding Series, September 29, 2018. Association for 
Computing Machinery, 771–786. https://doi.org/10.1145/3240167.3240270 

[75] Christian Mai, Sarah Aragon Bartsch, and Lea Rieger. 2018. Evaluating shared surfaces for co-located mixed-presence 
collaboration. In ACM International Conference Proceeding Series, November 25, 2018. Association for Computing Machinery, 1–
5. https://doi.org/10.1145/3282894.3282910 

[76] Christian Mai, Lukas Rambold, and Mohamed Khamis. 2017. TransparentHMD: Revealing the HMD user’s face to bystanders. In 
ACM International Conference Proceeding Series, November 26, 2017. Association for Computing Machinery, 515–520. 
https://doi.org/10.1145/3152832.3157813 

[77] Christian Mai, Tim Wiltzius, Florian Alt, and Heinrich Hußmann. 2018. Feeling alone in public: investigating the influence of 
spatial layout on users’ VR experience. In Proceedings of the 10th Nordic Conference on Human-Computer Interaction, September 
29, 2018. ACM, New York, NY, USA, 286–298. https://doi.org/10.1145/3240167.3240200 

[78] Mark Mcgill, Daniel Boland, Roderick Murray-Smith, and Stephen Brewster. 2015. A dose of reality: Overcoming usability 
challenges in VR head-mounted displays. Conference on Human Factors in Computing Systems - Proceedings 2015-April, (2015), 
2143–2152. https://doi.org/10.1145/2702123.2702382 

[79] Mark McGill, Gang Li, Alex Ng, Laura Bajorunaite, Julie Williamson, Frank Pollick, and Stephen Brewster. 2022. Augmented, 
Virtual and Mixed Reality Passenger Experiences. In Studies in Computational Intelligence. Springer Science and Business Media 
Deutschland GmbH, 445–475. https://doi.org/10.1007/978-3-030-77726-5_17 

[80] Mark McGill, Julie Williamson, Alexander Ng, Frank Pollick, and Stephen Brewster. 2020. Challenges in passenger use of mixed 
reality headsets in cars and other transportation. Virtual Real 24, 4 (December 2020), 583–603. https://doi.org/10.1007/s10055-
019-00420-x 

[81] Mark McGill, Graham Wilson, Daniel Medeiros, and Stephen Anthony Brewster. 2022. PassengXR: A Low Cost Platform for 
Any-Car, Multi-User, Motion-Based Passenger XR Experiences. In UIST 2022 - Proceedings of the 35th Annual ACM Symposium 
on User Interface Software and Technology, October 29, 2022. Association for Computing Machinery, Inc. 
https://doi.org/10.1145/3526113.3545657 

[82] Joshua McVeigh-Schultz, Anya Kolesnichenko, and Katherine Isbister. 2019. Shaping pro-social interaction in VR an emerging 
design framework. In Conference on Human Factors in Computing Systems - Proceedings, May 02, 2019. Association for 
Computing Machinery. https://doi.org/10.1145/3290605.3300794 

[83] Joshua McVeigh-Schultz, Max Kreminski, Keshav Prasad, Perry Hoberman, and Scott S. Fisher. 2018. Immersive design fiction: 
Using VR to prototype speculative interfaces and interaction rituals within a virtual storyworld. In DIS 2018 - Proceedings of the 
2018 Designing Interactive Systems Conference, June 08, 2018. Association for Computing Machinery, Inc, 817–830. 
https://doi.org/10.1145/3196709.3196793 

[84] Daniel Medeiros, Rafael Dos Anjos, Nadia Pantidi, Kun Huang, Mauricio Sousa, Craig Anslow, and Joaquim Jorge. 2021. 
Promoting reality awareness in virtual reality through proxemics. Proceedings - 2021 IEEE Conference on Virtual Reality and 3D 
User Interfaces, VR 2021 (2021), 21–30. https://doi.org/10.1109/VR50410.2021.00022 

[85] Daniel Medeiros, Romane Dubus, Julie Williamson, Graham Wilson, Katharina Pöhlmann, and Mark McGill. 2023. Surveying the 
Social Comfort of Body, Device, and Environment-Based Augmented Reality Interactions in Confined Passenger Spaces Using 
Mixed Reality Composite Videos. Proc ACM Interact Mob Wearable Ubiquitous Technol 7, 3 (September 2023), 1–25. 
https://doi.org/10.1145/3610923 

[86] Daniel Medeiros, Mark McGill, Alexander Ng, Robert McDermid, Nadia Pantidi, Julie Williamson, and Stephen Brewster. 2022. 
From Shielding to Avoidance: Passenger Augmented Reality and the Layout of Virtual Displays for Productivity in Shared 
Transit. IEEE Trans Vis Comput Graph 28, 11 (November 2022), 3640–3650. https://doi.org/10.1109/TVCG.2022.3203002 

[87] Paul Milgram. 1999. Mixed Reality. Mixed Reality December (1999), 0–26. https://doi.org/10.1007/978-3-642-87512-0 

 



ACM Trans. Comput.-Hum. Interact 

 

31 

[88] Jörg Müller, Robert Walter, Gilles Bailly, Michael Nischt, and Florian Alt. 2012. Looking glass: a field study on noticing 
interactivity of a shop window. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, May 05, 2012. 
ACM, New York, NY, USA, 297–306. https://doi.org/10.1145/2207676.2207718 

[89] Lei Nelissen and Mathias Funk. 2022. Rationalizing Dark Patterns: Examining the Process of Designing Privacy UX Through 
Speculative Enactments. International Journal of Design 16, 1 (April 2022), 75–92. https://doi.org/10.57698/v16i1.05 

[90] Robin Neuhaus, Eva Lenz, Shadan Sadeghian Borojeni, and Marc Hassenzahl. 2019. Exploring the future experience of 
automated “valet parking” - A user enactment. In Proceedings - 11th International ACM Conference on Automotive User Interfaces 
and Interactive Vehicular Applications, AutomotiveUI 2019, September 21, 2019. Association for Computing Machinery, Inc, 24–
34. https://doi.org/10.1145/3342197.3344518 

[91] Anton Nijholt. 2022. Capturing Obstructed Nonverbal Cues in Augmented Reality Interactions: A Short Survey. In Proceedings of 
International Conference on Industrial Instrumentation and Control, Subhasis Bhaumik, Subrata Chattopadhyay, Tanushyam 
Chattopadhyay and Srijan Bhattacharya (eds.). Springer Nature Singapore, Singapore, 1–9. https://doi.org/10.1007/978-981-16-
7011-4_1 

[92] Joseph O’Hagan, Mohamed Khamis, Mark McGill, and Julie R. Williamson. 2022. Exploring Attitudes Towards Increasing User 
Awareness of Reality From Within Virtual Reality. In IMX 2022 - Proceedings of the 2022 ACM International Conference on 
Interactive Media Experiences, June 21, 2022. Association for Computing Machinery, Inc, 151–159. 
https://doi.org/10.1145/3505284.3529971 

[93] Joseph O’Hagan, Pejman Saeghe, Jan Gugenheimer, Daniel Medeiros, Karola Marky, Mohamed Khamis, and Mark McGill. 2022. 
Privacy-Enhancing Technology and Everyday Augmented Reality. Proc ACM Interact Mob Wearable Ubiquitous Technol 6, 4 
(December 2022), 1–35. https://doi.org/10.1145/3569501 

[94] Joseph O’Hagan and Julie R Williamson. 2020. Reality aware VR headsets. In Proceedings of the 9TH ACM International 
Symposium on Pervasive Displays, June 04, 2020. ACM, New York, NY, USA, 9–17. https://doi.org/10.1145/3393712.3395334 

[95] Joseph O’Hagan, Julie R. Williamson, Mark McGill, and Mohamed Khamis. 2021. Safety, power imbalances, ethics and proxy sex: 
Surveying in-the-wild interactions between VR users and bystanders. In Proceedings - 2021 IEEE International Symposium on 
Mixed and Augmented Reality, ISMAR 2021, 2021. Institute of Electrical and Electronics Engineers Inc., 211–220. 
https://doi.org/10.1109/ISMAR52148.2021.00036 

[96] Sang Min Park and Young Gab Kim. 2022. A Metaverse: Taxonomy, Components, Applications, and Open Challenges. IEEE 
Access 10, (2022), 4209–4251. https://doi.org/10.1109/ACCESS.2021.3140175 

[97] Harshada Patel and Mirabelle D’Cruz. 2018. Passenger-centric factors influencing the experience of aircraft comfort. Transp Rev 
38, 2 (2018), 252–269. https://doi.org/10.1080/01441647.2017.1307877 

[98] Amon Rapp. 2019. Design fictions for behaviour change: exploring the long-term impacts of technology through the creation of 
fictional future prototypes. Behaviour and Information Technology 38, 3 (March 2019), 244–272. 
https://doi.org/10.1080/0144929X.2018.1526970 

[99] Julie Rico and Stephen Brewster. 2010. Usable gestures for mobile interfaces. In Proceedings of the 28th international conference 
on Human factors in computing systems - CHI ’10, 2010. ACM Press, New York, New York, USA, 887. 
https://doi.org/10.1145/1753326.1753458 

[100] Ronda Ringfort-Felner, Robin Neuhaus, Judith Dörrenbächer, Sabrina Großkopp, Dimitra Theofanou-Fülbier, and Marc 
Hassenzahl. 2023. Design Fiction in a Corporate Setting – a Case Study. In Proceedings of the 2023 ACM Designing Interactive 
Systems Conference, July 10, 2023. ACM, New York, NY, USA, 2093–2108. https://doi.org/10.1145/3563657.3596126 

[101] Franziska Roesner, Taday Oshi Kohno, and David Molnar. 2014. Security and privacy for augmented reality systems. Commun 
ACM 57, 4 (2014), 88–96. https://doi.org/10.1145/2580723.2580730 

[102] Antti Salovaara, Antti Oulasvirta, and Giulio Jacucci. 2017. Evaluation of prototypes and the problem of possible futures. In 
Conference on Human Factors in Computing Systems - Proceedings, May 02, 2017. Association for Computing Machinery, 2064–
2077. https://doi.org/10.1145/3025453.3025658 

[103] Thereza Schmelter and Kristian Hildebrand. 2020. Analysis of Interaction Spaces for VR in Public Transport Systems. In 2020 
IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW), March 2020. IEEE, Atlanta, GA, 279–
280. https://doi.org/10.1109/VRW50115.2020.00058 

 



ACM Trans. Comput.-Hum. Interact 

 

 

[104] Valentin Schwind, Jens Reinhardt, Rufat Rzayev, Niels Henze, and Katrin Wolf. 2018. Virtual reality on the go? A study on social 
acceptance of VR glasses. MobileHCI 2018 - Beyond Mobile: The Next 20 Years - 20th International Conference on Human-Computer 
Interaction with Mobile Devices and Services, Conference Proceedings Adjunct September (2018), 111–118. 
https://doi.org/10.1145/3236112.3236127 

[105] Adalberto L. Simeone, Robbe Cools, Stan Depuydt, João Maria Gomes, Piet Goris, Joseph Grocott, Augusto Esteves, and Kathrin 
Gerling. 2022. Immersive Speculative Enactments: Bringing Future Scenarios and Technology to Life Using Virtual Reality. In 
Conference on Human Factors in Computing Systems - Proceedings, April 29, 2022. Association for Computing Machinery. 
https://doi.org/10.1145/3491102.3517492 

[106] Mel Slater, Mary C Whitton, Anthony Steed, Sharif Razzaque, and David Swapp. 2002. Redirected walking in place. In Eight 
Eurographics Workshop on Virtual Environments, 2002. The Eurographics Association. Retrieved from 
https://www.researchgate.net/publication/228595419 

[107] Maximilian Speicher, Brian D. Hall, and Michael Nebeling. 2019. What is Mixed Reality? In Proceedings of the 2019 CHI 
Conference on Human Factors in Computing Systems, May 02, 2019. ACM, New York, NY, USA, 1–15. 
https://doi.org/10.1145/3290605.3300767 

[108] Aaron Stafford, Wayne Piekarski, and Bruce Thomas. 2006. Implementation of god-like interaction techniques for supporting 
collaboration between outdoor AR and indoor tabletop users. In 2006 IEEE/ACM International Symposium on Mixed and 
Augmented Reality, October 2006. IEEE, 165–172. https://doi.org/10.1109/ISMAR.2006.297809 

[109] Frank Steinicke, Gerd Bruder, Jason Jerald, Harald Frenz, and Makus Lappe. 2010. Estimation of Detection Thresholds for 
Redirected Walking Techniques. IEEE Trans Vis Comput Graph 16, 1 (January 2010), 17–27. https://doi.org/10.1109/TVCG.2009.62 

[110] Stefan Stieglitz, Milad Mirbabaie, Annika Deubel, Lea Marie Braun, and Tobias Kissmer. 2023. The potential of digital nudging 
to bridge the gap between environmental attitude and behavior in the usage of smart home applications. Int J Inf Manage 72, 
(October 2023). https://doi.org/10.1016/j.ijinfomgt.2023.102665 

[111] Theresa Jean Tanenbaum. 2014. Design fictional interactions: Why HCI should care about stories. Interactions 21, 22–23. 
https://doi.org/10.1145/2648414 

[112] Yujie Tao and Pedro Lopes. 2022. Integrating Real-World Distractions into Virtual Reality. In UIST 2022 - Proceedings of the 35th 
Annual ACM Symposium on User Interface Software and Technology, October 29, 2022. Association for Computing Machinery, 
Inc. https://doi.org/10.1145/3526113.3545682 

[113] Jared Austin Peter Kay Thomas. 2009. The Social Environment of Public Transport. Open Access Victoria University of 
Wellington | Te Herenga Waka. https://doi.org/10.26686/wgtn.16967875.v1 

[114] Tram Thi Minh Tran, Callum Parker, Marius Hoggenmüller, Luke Hespanhol, and Martin Tomitsch. 2023. Simulating Wearable 
Urban Augmented Reality Experiences in VR: Lessons Learnt from Designing Two Future Urban Interfaces. Multimodal 
Technologies and Interaction 7, 2 (February 2023). https://doi.org/10.3390/mti7020021 

[115] Wen Jie Tseng, Elise Bonnail, Mark McGill, Mohamed Khamis, Eric Lecolinet, Samuel Huron, and Jan Gugenheimer. 2022. The 
Dark Side of Perceptual Manipulations in Virtual Reality. In Conference on Human Factors in Computing Systems - Proceedings, 
April 29, 2022. Association for Computing Machinery. https://doi.org/10.1145/3491102.3517728 

[116] Wen Jie Tseng, Samuel Huron, Eric Lecolinet, and Jan Gugenheimer. 2023. FingerMapper: Mapping Finger Motions onto Virtual 
Arms to Enable Safe Virtual Reality Interaction in Confined Spaces. In Conference on Human Factors in Computing Systems - 
Proceedings, April 19, 2023. Association for Computing Machinery. https://doi.org/10.1145/3544548.3580736 

[117] Alarith Uhde, Tim Zum Hoff, and Marc Hassenzahl. 2022. Obtrusive Subtleness and Why We Should Focus on Meaning, not 
Form, in Social Acceptability Studies. In ACM International Conference Proceeding Series, November 27, 2022. Association for 
Computing Machinery, 89–99. https://doi.org/10.1145/3568444.3568457 

[118] Maurizio Vergari, Tanja Kojic, Francesco Vona, Franca Garzotto, Sebastian Moller, and Jan Niklas Voigt-Antons. 2021. Influence 
of interactivity and social environments on user experience and social acceptability in virtual reality. In Proceedings - 2021 IEEE 
Conference on Virtual Reality and 3D User Interfaces, VR 2021, March 01, 2021. Institute of Electrical and Electronics Engineers 
Inc., 695–704. https://doi.org/10.1109/VR50410.2021.00096 

[119] Chiu-Hsuan Wang, Bing-Yu Chen, and Liwei Chan. 2022. RealityLens: A User Interface for Blending Customized Physical World 
View into Virtual Reality. In The 35th Annual ACM Symposium on User Interface Software and Technology, October 29, 2022. 
ACM, New York, NY, USA, 1–11. https://doi.org/10.1145/3526113.3545686 

 



ACM Trans. Comput.-Hum. Interact 

 

33 

[120] Chris Warin and Delphine Reinhardt. 2022. Vision: Usable Privacy for XR in the Era of the Metaverse. In ACM International 
Conference Proceeding Series, September 29, 2022. Association for Computing Machinery, 111–116. 
https://doi.org/10.1145/3549015.3554212 

[121] Julie R. Williamson, Mark McGill, and Khari Outram. 2019. PlaneVR: Social acceptability of virtual reality for aeroplane 
passengers. In Conference on Human Factors in Computing Systems - Proceedings, May 02, 2019. Association for Computing 
Machinery. https://doi.org/10.1145/3290605.3300310 

[122] Julie R. Williamson, Joseph O’Hagan, John Alexis Guerra-Gomez, John H. Williamson, Pablo Cesar, and David A. Shamma. 2022. 
Digital Proxemics: Designing Social and Collaborative Interaction in Virtual Environments. In Conference on Human Factors in 
Computing Systems - Proceedings, April 29, 2022. Association for Computing Machinery. https://doi.org/10.1145/3491102.3517594 

[123] Julius Von Willich, Markus Funk, Florian Müller, Karola Marky, Jan Riemann, and Max Mühlhäuser. 2019. You invaded my 
tracking space! Using augmented virtuality for spotting passersby in room-scale virtual reality. In DIS 2019 - Proceedings of the 
2019 ACM Designing Interactive Systems Conference, June 18, 2019. Association for Computing Machinery, Inc, 487–496. 
https://doi.org/10.1145/3322276.3322334 

[124] Laura Willinger, Renate Oberhoffer-Fritz, Peter Ewert, and Jan Müller. 2023. Digital Health Nudging to increase physical activity 
in pediatric patients with congenital heart disease: A randomized controlled trial. Am Heart J 262, (August 2023), 1–9. 
https://doi.org/10.1016/j.ahj.2023.04.001 

[125] Graham Wilson, Mark McGill, Daniel Medeiros, and Stephen Brewster. 2023. A Lack of Restraint: Comparing Virtual Reality 
Interaction Techniques for Constrained Transport Seating. IEEE Trans Vis Comput Graph 29, 5 (May 2023), 2390–2400. 
https://doi.org/10.1109/TVCG.2023.3247084 

[126] Shihui Xu, Bo Yang, Boyang Liu, Kelvin Cheng, Soh Masuko, and Jiro Tanaka. 2019. Sharing Augmented Reality Experience 
Between HMD and Non-HMD User. In Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics), 2019. Springer Verlag, 187–202. https://doi.org/10.1007/978-3-030-22649-7_16 

[127] Amal Yassien, Passant Elagroudy, Elhassan Makled, and Slim Abdennadher. 2020. A Design Space for Social Presence in VR. In 
ACM International Conference Proceeding Series, October 25, 2020. Association for Computing Machinery. 
https://doi.org/10.1145/3419249.3420112 

[128] Amal Yassien, Mohamed Ahmed Soliman, and Slim Abdennadher. 2022. QuarantivityVR: Supporting Self-Embodiment for Non-
HMD Users in Asymmetric Social VR Games. i-com 21, 1 (April 2022), 55–70. https://doi.org/10.1515/icom-2022-0005 

[129] Boram Yoon, Hyung-il Kim, Gun A. Lee, Mark Billinghurst, and Woontack Woo. 2019. The Effect of Avatar Appearance on 
Social Presence in an Augmented Reality Remote Collaboration. In 2019 IEEE Conference on Virtual Reality and 3D User Interfaces 
(VR), March 2019. IEEE, 547–556. https://doi.org/10.1109/VR.2019.8797719 

[130] André Zenner, Marco Speicher, Sören Klingner, Donald Degraen, Florian Daiber, and Antonio Krüger. 2018. Immersive 
notification framework: Adaptive & plausible notifications in virtual reality. Conference on Human Factors in Computing Systems 
- Proceedings 2018-April, (2018), 1–6. https://doi.org/10.1145/3170427.3188505 

[131] Louis A. Zurcher. 1979. The airplane passenger: Protection of self in an encapsulated group. Qual Sociol 1, 3 (January 1979), 77–
99. https://doi.org/10.1007/BF02429895 

[132] 2013. Why Google Glass Is Creepy - Scientific American. Retrieved October 20, 2020 from 
https://www.scientificamerican.com/article/why-google-glass-is-creepy/ 

[133] Apple Vision Pro - Apple. Retrieved August 22, 2023 from https://www.apple.com/apple-vision-pro/ 

[134] In-flight VR: Using the Oculus Quest on a Plane | by Vittorio | Medium. Retrieved September 5, 2023 from 
https://medium.com/@vibronet/in-flight-vr-using-the-oculus-quest-on-a-plane-38c9808c32b2 

[135] Flying with a VR headset isn’t as dorky as it sounds. Retrieved September 5, 2023 from https://www.engadget.com/2018-02-22-
htc-vive-focus-in-flight-vr.html 

[136] Adding thrill to every ride | holoride. Retrieved September 5, 2023 from https://www.holoride.com/en 

[137] Transport Statistics Great Britain: 2022 Domestic Travel - GOV.UK. Retrieved September 5, 2023 from 
https://www.gov.uk/government/statistics/transport-statistics-great-britain-2022/transport-statistics-great-britain-2022-
domestic-travel 

 



ACM Trans. Comput.-Hum. Interact 

 

 

[138] I’m the creepy guy wearing a VR headset on your plane (and it’s great) - Polygon. Retrieved September 5, 2023 from 
https://www.polygon.com/2015/3/27/8302453/im-the-creepy-guy-wearing-a-vr-headset-on-your-plane-and-its-great 

[139] Qantas Will Offer Passengers Virtual Reality In-Flight. Retrieved September 5, 2023 from 
https://www.fastcompany.com/3041726/qantas-will-offer-passengers-virtual-reality-in-flight 

[140] Holoride launches and brings virtual reality to cars. Retrieved May 6, 2023 from https://mixed-news.com/en/holoride-launches-
and-brings-virtual-reality-to-cars/ 

[141] Meta Quest 3 Coming This Fall + Lower Prices for Quest 2 | Meta. Retrieved September 5, 2023 from 
https://about.fb.com/news/2023/06/meta-quest-3-coming-this-fall/ 

[142] Meta Quest Pro: Our Most Advanced New VR Headset | Meta Store | Meta Store. Retrieved September 5, 2023 from 
https://www.meta.com/quest/quest-pro/ 

[143] [143] 10 Theatre Games Perfect For Drama Class - Theatre Nerds. Retrieved September 14, 2023 from 
https://theatrenerds.com/10-theatre-games-perfect-drama-class/ 

[144] What Is EyeSight on Apple’s Vision Pro Headset? How Does It Work? Retrieved August 22, 2023 from 
https://www.makeuseof.com/vision-pro-eyesight-feature-explained/ 

[145] Apple’s EyeSight Feature on Vision Pro Is Creepier Than It Needs to Be - CNET. Retrieved August 22, 2023 from 
https://www.cnet.com/tech/computing/apples-eyesight-feature-on-vision-pro-is-creepier-than-it-needs-to-be/ 

[146] Apple Vision Pro: The Good, the Bad and the Creepy | Audioholics. Retrieved August 22, 2023 from 
https://www.audioholics.com/gadget-reviews/apple-vision-pro-the-good-the-bad-and-the-creepy 

 



ACM Trans. Comput.-Hum. Interact 

 

35 

A  APPENDIX. INTERVIEW GUIDE. 

[Topic: Introductions] 
5. Welcome to the focus group! Before we begin, can each of you introduce yourself, mentioning which 

persona you portrayed during the experiment?  
(Allow participants to introduce themselves, ask to always mention their persona when speaking, 
then move on to the next question) 

6. [For all] What were your initial reactions to the scenario you just experienced in the experiment? 
("Can you tell us more about that?" or "What specifically stood out to you?") 
[Topic: Perception of Interaction] 

7. [For all] How did you feel about the interaction you were required to complete during the experiment?  
8. [For mobile] When you were performing (moving/dropping pens/asking a question), how did you feel? 

Did you have any concerns? 
9. [For VR user] When you were performing (asking a question/moving), how did you feel? Did you have 

any concerns? 
10. [For VR+ RA user] When you were asking the questions, how did you feel? Did you have any 

concerns? 
11. [For VR + RA & Mobile users] When you were observing (change based on persona) how did you feel? 

Did you have any concerns? 
12. [For VR user] Did you notice anything happening around you? What stood out to you? Did you have 

any concerns? 
13. [For all] Were there any surprises or unexpected moments?  

(“What did you think of the other participants’ interactions?” or “When you were observing that, 
what did you think?”) 
[Topic: Social Acceptability] 

14. What does the term “social acceptability” mean to you?  
In our research, we describe technology as being socially acceptable when it can be used/worn 
around others without feeling uncomfortable, out of place or judged and where other people around 
the user also do not feel uncomfortable. 

15. Now that you have heard this definition, how socially acceptable or not acceptable do you think was 
this experience? Let’s discuss in more detail. 

16. [For mobile user] When you had to move to a different seat, stretch and drop the pens did, you think 
it was socially acceptable or unacceptable? How would you feel about the interaction if your role was 
VR user/ Reality Anchors user? 

17. When you were asked a question by the VR user/VR + Reality Anchors user/ saw a VR user moving, 
did you think their actions were socially acceptable or unacceptable? 

18. [For VR user] When you had to ask a question and move seats, did you think it was socially acceptable 
or unacceptable? How would you feel about the interaction if your role was a mobile user/ Reality 
Anchors user? 

19. When you were asked a question by the Reality Anchors user, did you think their action was socially 
acceptable or unacceptable?  
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20. Did you notice any other actions happening around you? Did you think they were socially acceptable 
or unacceptable? 

21. [For Reality Anchors User] You had to ask a couple of questions. Did you think it was socially 
acceptable or unacceptable? How would you feel about the interaction if your role was a mobile user/ 
VR user? 

22. Did you notice any other actions happening around you? Did you think they were socially acceptable 
or unacceptable? 
(“When you saw other passengers moving around/asking questions, did you think their actions were 
socially acceptable or unacceptable?”) 
("What makes you say that?" or "Can you explain more?") 
[Topic: Using Reality Anchors] 

23. [For all] How did you feel about the VR headset with cues from reality? 
24. [For observers] Does knowing that the VR + Reality Anchors user could see you change how you feel 

about the interaction you completed? Did you realise you were being seen? 
("What did you think of the Reality Anchors?" or, for observers, "Would you have acted differently if 
you were using a headset with the Reality Anchors?")  

25. [For all] How would you feel about using a headset with the cues enabled in a real travelling context? 
For example, a daily commute, or a long-haul trip? 

26. [For all] Would the mode of transport influence your feelings about using the headset with Reality 
Anchors? 
("Why is that?" or "Can you tell us more about your thoughts on that?") 

27. [For all] Is there anything else that you would like to mention before we wrap up?  
28. [For all] Any final questions or comments? 

(Allow each participant to answer, then conclude the focus group). 

B  APPENDIX. LIST OF PROMPTS. 

User Time  Prompt 

Mobile 2.5 min 1. Please stand up; 2. Do some stretches; 3. Move over here: 
 

 

 7 min 1. Please move over here:  
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User Time  Prompt 

 

 
2. Please drop your bag with pens. 

VR 4.5 min 1. Please ask a person to your left a question: “Could you tell me what is the final destination 
for this train?” 
2. Please remove your headset and move over here: 
 

 
 9 min Please take off the headset and leave the chair area. 

XR 6 min Please ask the person in front of you, "So, what are your plans in Edinburgh?" 

 9 min Please turn to the person on your left and ask them: “Could you tell me what time it is?” 
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C  PARTICIPANT DEMOGRAPHICS. 

Session P # Gender Age Occupation 
Experience 

with VR Device Frequency* 
Familiar with  

other participants? 

1 1 M 22 Student Yes VR Regularly No 
1 2 M 33 Student Yes XR Infrequently No 

1 3 F 28 Student Yes Mobile Infrequently No 

2 4 F 18 Student Yes VR Once No 
2 5 M 32 Student No XR N/A No 
2 6 F 42 Student No Mobile N/A No 

3 7 M 26 Student Yes VR Frequently Yes, participant 8 
3 8 M 30 Researcher Yes XR Frequently Yes, participant 7 

3 9 F 23 Student Yes Mobile Once No 

4 10 F 42 Student No VR N/A Yes, participant 11 
4 11 F 29 Student No XR N/A Yes, participant 10 
4 12 M 35 Student Yes Mobile Infrequently No 

5 13 M 37 Student Yes VR Once No 
5 14 M 44 Student No XR N/A No 
5 15 F 51 Administrator Yes Mobile Infrequently No 

6 16 M 23 Researcher Yes VR Frequently No 

6 17 F 37 Researcher Yes XR Once No 

6 18 M 33 Student Yes Mobile Infrequently No 

7 19 M 24 Student Yes VR Frequently Yes, participant 21 

7 20 M 42 Researcher Yes XR Once No 

7 21 M 24 Student Yes Mobile Frequently Yes, participant 19 
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